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Abstract: Using artificial intelligence in law is a topic that has attracted attention in recent 

years. This study aims to classify the case decisions taken by the Constitutional Court of the 

Republic of Turkey. For this purpose, open-access data published by the Constitutional 

Court of the Republic of Turkey on the website of the Decisions Information Bank were 

used in this research. KNN (K-Nearest Neighbors Algorithm), SVM (Support Vector 

Machine), DT (Decision Tree), RF (Random Forest), and XGBoost (Extreme Gradient 

Boosting) machine learning (ML) algorithms are used. Precision, Recall, F1-Score, and 

Accuracy metrics were used to compare the results of these models. As a result of the 

evaluation showed that the XGBoost model gave the best results with 93.84% Accuracy, 

93% Precision, 93% Recall, and 93% F1-Score. It is important that the model result is not 

only good but also transparent and interpretable. Therefore, in this article, using the SHAP 

(SHapley Additive exPlanations) method, one of the explainable artificial intelligence 

techniques, the features that affect the classification of case results are explained. The study 

is the first study carried out in our country to use explainable artificial intelligence 

techniques in predicting court decisions in the Republic of Turkey with artificial 

intelligence. 
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1. INTRODUCTION 

 

Along with big data, artificial intelligence (AI) technology, 

which has developed rapidly in recent years, appears with 

various work examples in many sectors. In the literature 

review, it is seen that the application diversity is high in 

fields such as education (Roll and Wylie 2016; Knox 2020; 

Chen et al., 2020; Meço and Çoştu 2022), defense (Bistron 

and Piotrowski 2021), health (Yu et al., 2018; Jiang et al., 

2017; Turan et al., 2022), trade (Di Vaio et al., 2020; 

Loureiro et al., 2021) and engineering (Goertzel and 

Pennachin 2007). It has been observed that the application 

diversity in the field could be higher. In this context, the 

development of AI solutions in the field of law is seen as an 

area that attracts the attention of scientists and needs a lot of 

new work. 

 

When the studies in the field of law are examined, it is seen 

that it has developed in parallel with the development of 

natural language processing, a sub-branch of AI. It has been 

reported that AI solutions have been developed under the 

sub-titles of litigation decision prediction (Zhong et al., 

2018; Long et al., 2019), document analysis (Zadgaonkar 

and Agrawal 2021), legal assistance (Socatiyanurak et al., 

2021), contract creation, and review (Antos and Nadhamuni 

2021; Labin and Segal 2021) on legal documents. Making 

models, analyzing, and producing results using case 

decision data from these titles is called Legal Judgment 

Prediction (LJP). LJP practices are an important field of 

application as it quickly concludes case decisions, works 

without the need for rest periods that people need, do not 

show emotionality in the decisions it takes, and offer 
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recommendations. Niklaus et al., reported in their study that 

there are approximately 24 million cases per 17,000 judges 

in India and approximately 1.6 million cases on only five 

charges in Brazil (Niklaus et al., 2022). The duration of 

conclusion of these cases will inevitably be prolonged. LJP 

practices provide various benefits for law firms, clients, and 

legal professionals as a solution to this problem. These 

benefits are shown in Table 1. 

 

Table 1: Benefits of LJP 

 

 
Law Firm 

Thanks to the LJP, they can predict 

the outcome of the cases they defend, 

improve their defense case and 

increase their winning rate (Velez and 

Kim 2017). 

 

 
Client 

Thanks to LJP, they can get an 

estimate of the outcome of the case 

they want to file before applying to 

any law firm. If the result is that they 

cannot win the case, they will not 

incur any costs because they will not 

apply to the law firm (Stevenson and 

Wagoner 2015). 

Court 

The workload of judges and courts 

will be reduced as faster solutions are 

achieved in less time with LJP (Ma et 

al., 2021). 

 

The diversity of the data source is important in developing 

LJP applications. The Ministry of Justice of the Republic of 

Turkey has decided that in the "Human Rights Action Plan" 

published in April 2021, all court decisions in Turkey will 

be digitized and made accessible.1 In the literature review, 

Chinese and English LJP practices were used by using open 

access court decisions shared by the European Court of 

Human Rights (Aletras et al., 2016; Kaur and Bozic 2019;  

Collenette et al., 2020), Supreme People's Court of China 

(Yan et al., 2019; Yang et al., 2020; Gan et al., 2022) and 

Supreme Court of the United States (Strickson and Iglesia, 

2020). The development of Turkish legal datasets and LJP 

applications is still in its infancy, and it is seen that there 

are only two studies (Sert et al., 2021; Mumcuoğlu et al., 

2021). In this context, it is aimed to create a new Turkish 

data set as a first step in the research and to contribute to 

Turkish LJP studies. 

 

The Constitutional Court of Turkey shares the decisions of 

norm review, individual application, supreme Court and 

political parties as open access on the "Decisions 

Information Bank" website. This study uses individual 

application court decisions shared by the Turkish 

Constitutional Court for a new Turkish legal dataset. 

Personal application decisions consist of approximately 

10,000 lawsuits filed by individuals for alleged human 

rights violations since 2012. When the contents of the 

lawsuits are examined, it is seen that lawsuits have been 

filed for 24 fundamental rights and freedoms guaranteed by 

the Turkish Constitution. These lawsuits are based on 

"Violation, No Violation, Clearly Unfounded, Lack of 

 
1 https://insanhaklarieylemplani.adalet.gov.tr/ 

 

Constitutional and Personal Importance, Non-Exhaustion of 

Recourses, Refusal of Application, Rejection, Objection to 

Administrative Rejection, No Place for Review, 

Incompetence in Terms of Person, Incompetence in Terms 

of Subject" for the relevant fundamental rights and 

freedoms. It is concluded with 15 different results, 

including "Incompetence of the Court, Time-Out of Time, 

Incompetence in terms of Place, Incompetence in terms of 

Time." The study aims to predict the result of "Violation" / 

"No Violation" from these results, and the data set was 

created accordingly. 

 

Explainability is one of the important topics to be addressed 

while developing LJP applications. Classification models 

used in LJP applications can make decisions that are not 

easy to interpret with their non-linear and complex 

structures, and it is not known exactly how they reach the 

result. These results obtained by the models are defined as 

the black box (Mumford et al., 2021; Xu 2022). 

Explainable Artificial Intelligence (XAI) provides 

techniques to understand better and explain our model's 

results (Gunning and Aha 2019; Gunning et al., 2019). 

Thus, AI results defined as black box are converted into 

white box results. Disclosure of LJP model results is also 

important for legal professionals and clients awaiting 

explanations for why certain decisions were made. In this 

study, the results obtained by machine learning (ML) 

models are plotted using the SHApley Additive 

exPlanations (SHAP) method, one of the XAI techniques. 

Thus, the features that affect the model results are presented 

clearly and visually. 

 

The contributions of this article to the literature are as 

follows. 

1. Taking large volumes of legal data and automating 

the process of generating structured information and rules 

will reduce the time it takes for legal professionals to 

review hundreds of case documents and materials. 

2. It will successfully expand the analysis of the case 

and help legal professionals reach the decision's 

conclusions faster. 

3. It is the first study carried out in the country to 

explain the court decisions of the Republic of Turkey with 

XAI techniques. 

4. Sharing a new publicly available Turkish legal 

dataset will significantly contribute to developing Turkish 

LJP practices. 

 

2. RELATED WORK 

 

Predicting the legal consequences of cases depends on 

many factors, such as evidence, witnesses, judges, opinions, 

and previous court decisions. Legal professionals try to 

predict a case's outcome using their experience, knowledge, 

professional judgment, and other cognitive skills, and for 

this, they have to review large amounts of data. Today, Lex 

Machina, Premonition Analytics, and Ravel Law have 

developed LJP software. These softwares draw attention 

with accelerating information access, optimizing time 

management, and successful forecasting results. 

 

When the LJP studies in the world and our country are 

examined, it has been seen that the diversity of legal data 

https://insanhaklarieylemplani.adalet.gov.tr/
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sets is not enough. Therefore, the scientists who work first 

start to develop applications by creating a legal data set. 

Xiao et al., revealed the first Chinese LJP dataset, 

CAIL2018. They created the data set using the decisions 

shared by the Supreme People's Court of China. Also, they 

pointed out that the transmitted data set was the largest LJP 

data set ever (Xiao et al., 2018). Chalkidis et al., (2019) 

stated that they created a data set in English using the 

decisions shared by the European Court of Human Rights. 

Their study stated whether the lawsuits' results are infringed 

or not by binary classification and multi-label classification. 

Niklaus et al., (2021) stated that they created a multilingual 

(German, French, and Italian) data set using the decisions 

shared by the Federal Supreme Court of Switzerland. They 

used BERT-based methods to develop models. In 

additionally, they stated that the Hierarchical BERT model 

with a Macro-F1-Score of 70% showed the best 

performance. Long et al., first created a Chinese dataset for 

automatic judgment estimation. In additionally, they 

propose AutoJudge, a new LRC model that captures 

complex semantics in their work. They reported that they 

obtained better estimation results with the AutoJudge model 

compared to many advanced models (Long et al., 2019). 

Guo et al., (2021) created the dataset they used in their 

studies from the Chinese referee document network page. 

In their work, they propose a new method called ModTen 

based on tensor models. They showed that their results 

were better than those obtained with the classification 

methods. Li et al., (2019) developed models with MANN, 

one of the deep neural network methods, using the Chinese 

dataset CAIL2018 in their study. Also, they compared the 

model they developed with the SVM, GRU, Bi-GRU, 

HAN, and TOPJUDGE models. As a result, they stated that 

the MANN model achieved the best results. Katz et al., 

(2017) created a data set using English decisions shared by 

the United States Supreme Court. The model they 

developed gave an accuracy rate of 70.2%. The studies of 

Mumcuoğlu et al., (2021) were available in the literature as 

the first comprehensive study of NLP for the Turkish legal 

system. In their studies, they classified deep learning 

methods using Decision Trees, Random Forests, Support 

Vector Machines and the decisions of the Constitutional 

Court and Supreme Court. Sert et al., (2021) have 

developed estimation models for “violation” or “non-

violation” of Constitutional Court decisions. As a result of 

their studies, they achieved 90% success with MLP. The 

open-access court information used by the current LJP 

studies in the literature as the data source is shown in Table 

2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 2 Data Sources of LJP Articles 

 

Year Article Dataset Source 

 

2021 Using Artificial Intelligence to 

Predict Decisions of the 

Turkish Constitutional Court  

(Sert et al., 2021) 

Constitutional 

Court of Turkey 

2021 Natural language processing in 

law: Prediction of outcomes in 

the higher courts of Turkey  

(Mumcuoğlu et al., 2021) 

Constitutional 

Court of Turkey 

2018 Cail2018: A large-scale legal 

dataset for judgment Prediction  

(Xiao et al., 2018) 

Supreme People's 

Court of China 

2019 Neural legal judgment 

prediction in English (Chalkidis 

et al., 2019) 

European Court of 

Human Rights 

2021 Swiss-judgment-prediction: a 

multilingual legal judgment 

prediction benchmark  

(Niklaus et al., 2021) 

Federal Supreme 

Court of 

Switzerland 

2019 Automatic judgment prediction 

via legal reading 

comprehension (Long et al., 

2019) 

Supreme People's 

Court of China 

2021 TenLa: an approach based on 

controllable tensor 

decomposition and optimized 

lasso regression for judgment 

prediction of legal cases (Guo 

et al., 2021) 

Supreme People's 

Court of China 

2019 Mann: A multichannel attentive 

neural network for legal 

judgment Prediction  

(Li et al., 2019) 

Supreme People's 

Court of China 

2017 A general approach for 

predicting the behavior of the 

Supreme Court of the United 

States  

(Katz et al., 2017) 

Supreme Court of 

the United States 

2019 Convolutional Neural Network-

based Automatic Prediction of 

Judgments of the European 

Court of Human Rights  

(Kaur and Bozic 2019) 

European Court of 

Human Rights 

2016 Predicting judicial decisions of 

the European Court of Human 

Rights: A natural language 

processing perspective  

(Aletras et al., 2016) 

European Court of 

Human Rights 

2020 An Explainable Approach to 

Deducing Outcomes in 

European Court of Human 

Rights Cases Using ADFs 

(Collenette et al., 2020) 

European Court of 

Human Rights 

2022 Exploiting Contrastive 

Learning and Numerical 

Evidence for Improving 

Confusing Legal Judgment 

Prediction (Gan et al., 2022) 

Supreme People's 

Court of China 

2019 Law article prediction based on 

deep learning (Yan et al., 2019) 
Supreme People's 

Court of China 

2020 Leniency to those who confess? 

Predicting the Legal Judgement 

via Multi-Modal Analysis 

(Yang et al., 2020) 

Supreme People's 

Court of China 

2020 Legal judgment prediction for 

UK courts (Strickson and 

Iglesia 2020) 

Supreme Court of 

the USA 

2022 ClassActionPrediction: A 

Challenging Benchmark for 

Legal Judgment Prediction 

of Class Action Cases in the 

US (Semo et al., 2022) 

Supreme Court of 

the USA 
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The comparative use of XAI in LJP applications is a new 

topic, and there are few study examples in the literature. 

Gorski et al., used the Grad-CAM image processing 

technique to make it explicable in legal texts. Gorski et al., 

(2020) of the DistilBERT expression with an accuracy of 

85% of the best performance from the models they 

developed in their studies. Gorski and Ramakrishna (2021) 

stated in their studies that they explain legal texts with 

explainable methods such as Grad-CAM, LIME, and 

SHAP. They evaluated the results they obtained by 

contacting protective lawyers. 

 

3. MATERIAL AND METHOD 

 

3.1. Dataset 

 

The data set was created from the individual application 

decisions shared by the Constitutional Court of the 

Republic of Turkey on the Decisions Information Bank 

website. When the transmitted cases are examined, it is 

seen that they were opened for 24 fundamental rights and 

freedoms guaranteed by the Turkish Constitution and were 

concluded with 15 different results. This study aims to 

predict the result of "Violation" and "No Violation" of 

fundamental rights and freedoms. For this purpose, all 

decisions with the result of "Violation" and "No Violation" 

have been obtained from the web page. When the cases 

taken were examined, it was seen that there were no 

exemplary decisions for some rights and freedoms. Table 3 

shows the data set content of the study. 

 
Table 3 Dataset Content 
No Right Freedom Violation No 

Violation 

1 Right to Fair Trial (Penalty) 60 60 

2 Right to Fair Trial (Law) 60 60 

3 Right to Fair Trial 

(Administration) 
60 60 

4 Prohibition of Discrimination 3 3 

5 Individual Application Right 0 0 

6 Freedom of Religion and 

Conscience 
1 1 

7 Education right 3 3 

8 Effective Right to Apply 2 2 

9 Right to Request Review of 

the Provision 
0 0 

10 Freedom of expression 50 50 

11 Excluded Rights 0 0 

12 Right to Personal Freedom 

and Security 
80 80 

13 Abuse Ban 60 60 

14 The right to protection of 

material and spiritual 

property 

50 50 

15 Freehold 80 80 

16 Freedom of association 10 10 

17 Protection of private and 

family life right 
55 55 

18 The right to vote, be elected, 

and engage in political 

activity 

4 4 

19 The legality of crimes and 

punishments principles 
2 2 

20 The right to organize 

meetings and demonstration 

marches 

20 20 

21 Right to life 50 50 

22 Prohibition of forced labor 

and drudgery 
0 0 

23 Other Rights 0 0 

24 Union Right 0 0 

  Total 650 650 

  Overall Total     1300 

 

When the decisions were examined, it was seen that they 

consisted of six main parts. These sections are the subject 

of the application, the application process, the events and 

facts, the relevant law, the examination, and the law and 

judgment section, respectively. To determine of these 

sections would be the independent variable and the 

dependent variable for the models, interviews were held 

with the lawyers. As a result, it has been decided to 

designate the "Examination and Justification" section as the 

"independent variable" and the "Provision" section as the 

"dependent variable." The dataset created for this study has 

been published on GitHub and can be accessed at 

https://github.com/tulayturan/KararListesi. 

 

3.2. K-Nearest Neighbors (KNN) 

 

The KNN algorithm is based on the logic of calculating the 

distance of the unknown data from other data and including 

it in the nearest class (Nikam, 2015). Euclidean, Manhattan, 

or Minkowski methods are used to calculate the distance 

measure (Shahid et al., 2009; Singh et al., 2013) 

 

Euclidean distance calculation is calculated as given in 

Equation 1. 

√∑(𝑥𝑖 − 𝑦𝑖)
2

𝑛

𝑖=1

 

 

(1) 

 

Manhattan distance calculation is calculated as given in 

Equation 2. 

∑|𝑥İ

𝑛

𝑖=1

− 𝑦𝑖| 
 

(2) 

 

Minkowski distance calculation is calculated as given in 

Equation 3. 

(∑(|𝑥𝑖 − 𝑦𝑖|)
𝑞

𝑛

𝑖=1

)

1/𝑞

 

(3) 

 

The n value in the equations can be defined as "no of 

dimensions," the x value as "datapoint from the dataset," 

and the y value as "new data point (to be predicted)." 

 

3.3. Suport Vector Machine (SVM) 

 

SVM is an algorithm that properly separates data from two 

or more classes (Ghosh et al., 2019). The separation of 
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classes is determined by decision boundaries or hyperplanes 

(Somvanshi et al., 2016). In Figure 1, a red hyperplane and 

hyperplanes belonging to each class separate the two 

classes from each other. The region between +1 and -1 is 

called Margin. The wider the margin value, the better it 

classifies two or more classes (Brereton and Lloyd, 2010). 

 

Figure 1. Class Separation with SWM 

In Figure 1; 

The w*x-b=1 hyperplane and each data represent the class 

members labeled 1. 

The w*x-b=-1 hyperplane and any data below it represents 

class members labeled -1. 

 

3.4. Random Forest (RF) 

 

The RF classifier is based on evaluating the predictions 

produced by multiple decision trees (Rokach, 2016). 

Observations for trees are determined by the Bagging 

method, and the variables are determined by the Random 

Subspace method. RF uses Gini as the feature selection 

measure, and Gini calculus is calculated as given in Eq. 4. 

∑ ∑(𝑓(𝐶𝑖,, 𝑇)/|𝑇|)(𝑓(𝐶𝑗

𝑗≠𝑖

, 𝑇)/|𝑇|) (4) 

An unexpected situation is selected for the T training set in 

the equation, and whether the selected value belongs to the 

Ci class is calculated. 

 

3.5. Decision Tree (DT) 

 

The first cells of the decision trees are called Root Nodes 

(Fletcher and Islam, 2019).  There are nodes and leaves 

under the root. The root node is decided in decision trees by 

calculating Gini or Entropy values (Nanfack et al., 2022). 

Calculating the Gini value is shown in Equation 5, and the 

calculation of the Entropy value is shown in Equation 6. 

𝐺𝑖𝑛𝑖 = 1 − ∑ 𝑝𝑗
2

𝑗

 (5) 

Entropy = − ∑ pj log2(pj)

c

j=1

 
(6) 

pj is the probability of occurrence of class j. It is calculated 

for each class, and the sum of the squares of the results is 

subtracted. The Gini value gets a result between 0 and 1, 

and the closer the result is to 0, the better the 

discrimination. 

 

3.6. XGBoost 

 

XGBoost is an ML algorithm proposed by Chen and 

Guestirn (2016). Boosting Tree algorithms are based on a 

decision tree known as a classification and regression tree 

(CART) (Dong et al., 2020). 

 

The advantage of XGboost is that it supports linear 

classifiers and performs second-order Taylor expansion of 

the cost function to make the results more accurate. The 

loss function score used in the XGBoost algorithm and the 

solution of the weights are expressed as follows (Jiang et 

al., 2020). 

 

𝑤𝑗
∗ = −

∑ 𝑔𝑖

∑ ℎ𝑖 + 𝜆
 

(7) 

𝑜𝑏𝑗∗ = −
1

2
∑

(∑ 𝑔𝑖)
2

∑ ℎ𝑖 + 𝜆
+

𝑇

𝑗=1
𝜆. 𝑇                    

(8) 

In the equation, obj∗ represents the score of the loss 

function. The smaller the score, the better the structure of 

the tree. w∗j represents the solution of the weights. 

 

3.7. Model Evaluation Metrics 

In this study, Confusion Matrix, Accuracy, Sensitivity, 

Precision, and Recall calculation methods were used to 

evaluate the performance success of the models. A 

confusion Matrix is an analysis tool that shows the extent to 

which a classifier can classify different class labels. In this 

study, the data set has 2 class labels and will be 2k*2 in 

size, as shown in Confusion Matrix Figure 2. 

 

 
Figure 2. Confusion Matrix 

Accuracy, Sensitivity, Precision, and Recall calculations of 

the models can be made using the Confusion Matrix values. 

The Accuracy value is calculated as shown in Equation 9. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 

(9) 

 

The sensitivity value is calculated as shown in Equation 10. 

  

ACTUAL 

 

 

Negative Positive 

P
R

E
D

IC
T

IO
N

 

Negative True Negative (TN) False Negative (FN) 

Positive False Positive (FP) True Positive (TP) 
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𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

(10) 

 

The precision value is calculated as shown in Equation 11. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

(11) 

 

The Recall value is calculated as shown in Equation 12. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

(12) 

 
3.8. Hyperparameter Tuning 

 

Hyperparameters are parameters determined initially before 

the learning process starts in a machine learning model. The 

values of these parameters do not change when the learning 

process is over. Learning Rate, Epoch, etc., parameters can 

be given as examples. 

 

Hyperparameter values given by default in machine 

learning models do not guarantee the best performance 

(Schratz et al., 2019). Therefore, the determination of 

hyperparameter values can greatly affect the model's 

performance (Mantodan et al., 2016).  A large amount of 

hyperparameters in the models makes it almost impossible 

to adjust these values manually. For this reason, many 

hyperparameter tune methods are available and used in the 

literature. The most used methods are GridSearch and 

RandomSearch. 

 

GridSearch creates a new model by trying all possible 

combinations from the given collection of values for each 

hyperparameter and returns the hyperparameter 

combination that provides the highest accuracy. The 

problem with this method is the process takes a long time 

when there are too many hyperparameters and values to try, 

and this causes the technique to run very slowly. 

 

In the RandomSearch method, N combinations determined 

from each hyperparameter value collection are randomly 

selected and return the hyperparameter combination that 

provides the highest accuracy. With this method, a search 

can be made much faster and with an accuracy close to 

GridSearch. 

 

3.9. Explainable Artificial Intelligence (XAI) 

 

Today, where technological developments are advancing at 

a dizzying pace, AI; is used in many points that directly 

affect human life, such as health, autonomous vehicles, and 

military areas. Parallel to these developments, the fact that 

the mechanism used by AI in making decisions (black box) 

is not known exactly causes questions about reliability, 

transparency, bias, and fairness. In light of all this 

information, XAI can be defined as a field consisting of 

tools, techniques, and algorithms that can produce human-

explainable explanations of AI decisions (Das and Rad, 

2020). XAI is divided into different groups according to 

various approaches. 

 

XAI scope is divided into local and global, depending on 

whether you understand the model from a local instance or 

as a whole. Local XAI focuses on disclosure on a single 

data basis and creates a description for each data. In Global 

XAI, the model is tried to be explained as a whole (Anders 

et al., 2021; Spinner et al., 2019). Local Interpretable 

Model-Agnostic Explanations (LIME) (Ribeiro et al., 2016) 

and SHApley Additive exPlanations (SHAP) (Lundberg 

and Lee 2017) methods can be given as examples for Local 

XAI. For Global XAI, Class Model Visualization [80] and 

Spectral Relevance Analysis (SpRAy) (Lapuschkin et al., 

2019) methods can be given as examples. At this point, 

LIME and SHAP can also be used for global XAI. 

 

BackProb and Pertubration, depending on the algorithmic 

approach used, whether it focuses on the input sample or 

the model parameters. BackProb XAI's description depends 

on the gradients propagating back from the prediction layer 

to the input layer. In Perturbation XAI, however, the 

explanation depends on random or carefully chosen 

changes in properties in the input data (Nie et al., 2018; Lin 

et al., 2020; Ivanovs et al., 2021). For BackProb XAI, 

DeConvolutional Nets (Zeiler and Fergus, 2014) and 

SpRAy methods can be given as examples. For 

Perturbation, XAI, LIME, and SHAP methods can be given 

as examples. 

 

XAI is divided into two depending on integration into a 

particular model and can be applied to the desired model in 

general. In Intrinsic XAI, explainability resides in the 

synargy architecture and cannot be transferred to other 

architectures. In Post-Hoc XAI, however, the algorithm 

does not depend on the model architecture and can be pre-

trained neural networks (Weber and Wermter 2020; 

Tritscher et al., 2020; Kenny et al., 2021, Colaner 2021). 

Neural Additive Models (Agarwal et al., 2020) and Bayes 

Rule Lists (Letham et al., 2015) are examples of Intrinsic 

XAI. For Post-Hoc XAI, LIME and SHAP can be given as 

examples. Besides, Automatic Concept-based Explanations 

(Ghorbani et al., 2019) are one of the Post-Hoc methods. 

 

3.10. SHapley Additive exPlanations (SHAP) 

 

SHAP is a game theory-based method used to describe the 

performance of a machine learning model. In SHAP, an 

output model is defined as a linear sum of input variables 

(Mangalathu et al., 2020). SHAP is defined as a model-

independent interpretability method because it can derive 

post-hoc explanations for the predictions of any 

classification model by associating inputs with output 

(Tideman et al., 2021).  

 

Equation 13, which explains the importance of the i feature 

as a Shapley value, is given below (Rodríguez-Pérez and 

Bajorath 2020). 

 

∅𝑖 =
1

|𝑁|!
∑ |𝑆|

𝑆⊆𝑁{𝑖}

! (|𝑁| − |𝑆| − 1)! [𝑓(𝑆 ∪ {İ}) − 𝑓(𝑆)] 
(13) 

Here f(S) is the model's output, and N is the set of all 

features. In the equation, the Shapley value of the feature i 

expresses the mean of the contributions in all possible 

permutations of a feature set. In this method, features are 

added to the set separately. The model output change shows 

that variable's relevance. 
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4. RESULTS  

 

The developed system consists of 5 parts. In the first stage, 

the content of the Turkish legal data set was passed through 

the data preprocessing steps. In the second stage, the vector 

space model of each word was created with the tf-idf (Term 

Frequency - Inverse Document Frequency) method. The 

supervised learning model classification techniques KNN, 

SVM, DT, RF, XGBoost, and LJP models were developed 

in the third stage. In the fourth stage, the classification 

performances of the models were compared with precision, 

recall, F1-score, and accuracy evaluation metrics. In the last 

section, the XGBoost model, which achieved the best result 

with an accuracy rate of 93.07%, is explained with SHAP 

plot techniques. The developed system diagram is given in 

Figure 3. 

 

 
 

Figure 3 Developed System Diagram 

 

Data preprocessing can be defined as the operations 

performed on the data set before AI models are developed. 

It is an important step in applications developed with 

natural language processing. Data preprocessing, 

transformation, deletion of duplicate data, and editing of 

noisy, incomplete, or contradictory data are performed on 

the data. As a result of this process, the model performance 

increases. The data preprocessing steps performed on the 

data in the study are shown in Figure 4. 

 

Figure 4. Data Preprocessing Steps 

 

After the data preprocessing step, the vector space model of 

each word was created with the tf-idf method. The tf-idf 

method is used in the digitization of the text. Each text is an 

MxN vector of available words. The document term matrix 

is formed by superimposing the vectors. This matrix 

consists of M texts and N terms. If terms are mentioned in 

the text, the weight value of that term will be different from 

"0". Tf-idf looks at the frequency of the related term in the 

text "Tf" and its importance in the text "idf." 

 

While calculating the Tf text frequency value, the ratio of 

the number of terms in the sentence to the total number of 

words is considered. Eq.14 shows the calculation method. 

𝑡𝑓(𝑡, 𝑑) =
𝑓𝑡,𝑑

∑ 𝑡′𝜖 𝑑 𝑓𝑡′, 𝑑
 

(14) 

𝑑 : Document 

t : Relative Frequency of Term  

 

When calculating the Idf importance value, it is the 

logarithm of the total number of sentences, the ratio of the 

selected term to the total number of sentences in all 

sentences. Eq. 15 shows the calculation method. 

𝑖𝑑𝑓 = (𝑡, 𝐷) = log
𝑁

|{𝑑 𝜖 𝐷 ∶ 𝑡 𝜖 𝑑 }|
 

 (15) 

After calculating the tf and idf values, the tf-idf value of 

each word is obtained by multiplying the two values found. 

Eq. 16 shows the calculation method. 

𝑡𝑓𝑖𝑑𝑓 = (𝑡, 𝑑, 𝐷) = 𝑡𝑓(𝑡, 𝑑). 𝑖𝑑𝑓(𝑡, 𝐷) (16) 

The data for which the vector space model was created was 

divided into an 80% training set and a 20% test set by the 

Holdout method in model validation methods. As a result, 

of the 1300 case texts in the data set, 1040 were used for 

training and 260 for evaluation. 

 

In the third stage of the study, models were developed with 

KNN, SVM, DT, RF, and XGBoost. Hyperparameter 

optimization was performed on the models to obtain the 

best accuracy result. The GridSearchCv object in the scikit–

learn library is used for this. With GridSearchCv, separate 

models were established for the model's hyperparameter 

values desired to be tested, and the hyperparameter values 

that gave the most successful results were determined. The 

hyperparameter values that provide the best accuracy result 

for the models are shown in Table 4. 

 

Table 4 Hyperparameter results of models 

 

Models HyperParameters Value 

K-Neaest 

Neighbors Model 

n_neighbors 8 

p(metric) Manhattan 

Support Vector 

Machines Model 

c 3 

kernel rbf 

Random Forest 

Model 

max_features 8 

min_samples_split 5 

n_estimators 100 

Decision Tree 

Model 

criterion Gini 

max_depth 3 

min_samples_split 2 

XGBoost Model learning_rate 0.1 

Data Pre-Progressing

Vector Space Model with Tf-Idf

Development of KNN, SVM, DT, 
RF, XgBoost Models

Comparison of Models with 
Evaluation Metrics

Display of model results with Shap 
Plots

Removing Stopwords

Deleting Numbers

Deleting Punctuation

Caps Conversions



Bilge International Journal of Science and Technology Research, 2023, 7(2), 128-141 

135 

max_depth 3 

n_estimators 500 

subsample 0.6 

 

After the hyperparameter optimization, the final models 

were established, and the classification performances of the 

models were compared with the precision, recall, F1-score, 

and accuracy evaluation criteria. As a result of the 

assessment showed that the XGBoost model gave the best 

results with 93.84% Average Accuracy, 93% Precision, 

93% Recall, and 93% F1-Score. The performance values of 

the KNN, SVM, DT, RF, and XGBoost models are shown 

in Table 5. 

 

Table 5 Model Performance Values 

 

M
o
d

el
 

C
la

ss
 

P
r
ec

is
io

n
 

R
ec

a
ll

 

F
1
-S

co
re

 

A
cc

u
ra

cy
 

KNN 

Model 

No 

violation 

(0) 

0.80 0.92 0.86  

 

 

90.76 Violation 

(1) 

0.93 0.83 0.88 

 
Mean/ 

Total 

0.87 0.88 0.87 

SVM 

Model 

No 

violation 

(0) 

0.84 0.94 0.88  

 

 

89.61 Violation 

(1)  

0.95 0.87 0.91 

Mean/ 

Total 

0.89 0.90 0.90 

DT 

Model 

No 

violation 

(0) 

0.83 0.89 0.86  

 

 

88.07 Violation 

(1) 

0.92 0.87 0.89 

Mean/ 

Total 

0.87 0.88 0.88 

RF Model No 

violation 

(0) 

0.81 0.95 0.87  

 

 

90 Violation 

(1) 

0.95 0.84 0.89 

Mean/ 

Total 

0.88 0.89 0.88 

XGBoost 

Model 

No 

violation 

(0) 

0.90 0.94 0.92  

 

 

93.84 Violation 

(1) 

0.95 0.93 0.94 

Mean/ 

Total 

0.93 0.93 0.93 

 

Classification estimation successes of the models are also 

shown in Figure 5 with ROC (Receiver Operating 

Characteristic) curves. 

 

 

 

 

 
Figure 5. ROC Curve Area 
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XGBoost, where the best prediction result is obtained in our 

LJP application, is a tree-based complex machine learning 

algorithm. Although it provides very high success, the 

results cannot be interpreted directly. In this study, using 

the SHAP method, one of the XAI techniques, the variables 

that affect the classification of the case decisions of the 

XGBoost model are explained with graphics. The waterfall 

plot shows the variables that push the model output from 

the baseline to the predicted model output. In the graph, 

variables that make the forecast higher are shown with a 

positive (red) contribution value, and variables that push the 

forecast down are shown with a negative (blue) 

contribution value. Figure 6 shows how much each variable 

affects the estimation result for the first case decision. This 

is also the result of the local interpretability of the initial 

decision. In the figure, it is seen that the variable 

"kararında" is the variable that most affects the f(x) value 

with the positive value of "+1.64". It is seen that the bars in 

the graph are mostly red and have positive values. 

Accordingly, the variables increase the SHAP value for the 

first case decision. As a result, since the f(x) value moves 

away from E[f(x)] value positively, it is seen that the case 

may result in "Violation" for the first case decision. 

 

 
 

Figure 6. Waterfall Plot for First Case Decision 

 

The force plot in Figure 7 is one of the local interpretability 

plots that show how variables contribute to the model's 

prediction. The graph shows the variables that contributed 

the most to the initial lawsuit decision and their marginal 

contributions, similar to the Waterfall graph. It is seen that 

the bars in the graph are mostly red and have positive 

values. As a result, the case may result in a "Violation" for 

the first case decision. 

 

Figure 7. Force Plot for First Case Decision 

 

The bar graph clearly shows the effects of the variables on 

the model output, thanks to its simple appearance. Figure 8 

shows how much each variable affects the estimation result 

for the 100th example of the case decisions. In the graph, it 

is seen that the variable "edilmediğine" is the variable that 

affects the f(x) value the most, with the negative value of "-

1.5". It is seen that the bars in the graph are mostly blue and 

have negative values. Accordingly, for the 100th case 

decision sample, the variables decrease the SHAP value. As 

a result, since the f(x) value deviates from the E[f(x)] value 

in a negative direction, it is seen that the case for the 100th 

case decision may result in "No Violation." 

 

Figure 8 Bar Chart for Centenary Verdict 

 

Beeswarm and Summary plot charts are used to explain the 

importance of the variables and their contribution to the 

model on the whole data set. The global interpretability of 

the model trained with XGBoost in this study is shown in 

Figure 9 and Figure 10. Each graph dot represents a case 

decision, while the X-axis shows the SHAP values. When 

the examine the results obtained in both graphs, it is seen 

that the variable "kararında" makes the most marginal 

contribution to the estimates. It is also seen that with the 

increase of this variable value, the SHAP value also 

increases. As a result of this, it is seen that the probability 

that the case will result in "Violation" increases. 
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Figure 9. Besswarm Plot  

 

Figure 10. Summary Plot 

The last SHAP chart used in the study is the Heatmap plot 

shown in Figure 11. This graph shows the global 

interpretability of the trained model. In the graph, the X-

axis represents the decision examples, and the y-axis 

represents the variables. The f(x) curve at the top of the 

graph is the model estimates of the samples. To the right of 

the graph are the SHAP values encoded in the color scale. 

According to the graph, the word "kararında" is the most 

important variable, and each decision's impact value is 

shown. 

 

Figure 11. Heatmap Plot 

 

5. DISCUSSION AND CONCLUSIONS 

 

With the LJP applications developed due to the 

combination of artificial intelligence and legal data, some 

studies have started a new process in the legal sector. 

Litigation decisions that take a long time can be concluded 

quickly, the workload of the legal staff will be alleviated, 

and they can produce logical, clear results because they do 

not show emotionality in the decisions. With this study, the 

Turkish LJP application, which has very few working 

examples in Turkey, has been developed. The results of the 

Turkish Constitutional Court case decisions were estimated 

using the KNN, SVM, DT RF, and XGBoost algorithms. 

Among the developed models, the XGBoost model 

achieved the best prediction result with an accuracy rate of 

93.07%. The results of the XGBoost model were made 

more transparent and interpretable by using the SHAP plots 

techniques such as Waterfall plot, Force plot, Beeswarm 

plot, Summary plot, Bar plot, and Heatmap plot. According 

to the results obtained, it was seen that SHAP values 

produced consistent results. As a result, end-users trust the 

models and that the decisions are fair and reliable. The AI 

models, prediction success rates, and the methods used by 

the Turkish LJP applications in the developed study and the 

literature are compared in Table 6. Accordingly, it is seen 

that the study stands out with its success rate and the XAI 

methods it uses. 
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Table 6 Comparison of Turkish LJP Studies 
Year Article Court Machine 

Learning 

Models 

Acc XAI Methods XAI Plots 

 

2021 

Predicting Turkish 

Constitutional Court Decisions 

using Artificial Intelligence 

(Sert et al., 2021) 

Constitutional 

Court of Turkey 

 

MLP 

 

%90.0 

 

None 

 

None 

 

2021 

Using natural language 

processing to predict decisions 

in Turkey's higher courts 

(Mumcuoğlu et al., 2021) 

Constitutional 

Court of Turkey 

DT % 85.1 None None 

RF % 87.6 

SWM % 83.5 

DL % 91.8 

 

2022 

 

This study  

 

Constitutional 

Court of Turkey 

KNN % 90.7  

 

Shap 

Waterfall Plot 

Force Plot 

Bar Plot  

Summary Plot 

Besswarm Plot 

Heatmap Plot 

SWM % 89.6 

DT % 87.6 

RF % 88.4 

XGBoost % 93.0 

 

The study is the first in Turkey to explain the model results 

using SHAP graphics, one of the XAI techniques. The new 

Turkish law data set has been brought to the literature with 

the study. In future studies, models with different AI 

algorithms can be built on the data set, applications can be 

developed, and Turkish LJP studies can be contributed. 
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