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ABSTRACT 

The presence of private information belonging to individuals in data heaps called "Big Data" causes the privacy 

of the person to be endangered against disclosure attacks. To protect personal privacy in big data, it is ensured that 

anonymous data is created, stored, and shared in systems with anonymization methods. However, de-identified 

data cannot be reinstatement. The aim of this study is to create a new method that provides instant disidentification 

and does not disrupt the data structure in the system. In the study, the Hadoop ecosystem was used to process large 

data heaps. With the proposed model, it has been ensured that the requests from the user are processed in the 

Hadoop ecosystem with the services in the middle layer, thus obtaining anonymous data. The algorithm used for 

disidentification is optimized and results are compared according to algorithms in the literature. With the proposed 

model, it has been observed that the user is user-friendly in terms of querying and obtaining an anonymous data 

set. According to the analysis results, an algorithm that works with 40% efficiency compared to other algorithms 

in terms of processing speed was created with the disidentification algorithm used in the model. 

Keywords- De-Identification, Privacy Protection Model, Spark 

 

ÖZ 

“Büyük Veri” olarak adlandırılan veri yığınlarında kişilere ait özel bilgilerin bulunması ifşa ataklarına karşı kişinin 

mahremiyetinin tehlikeye girmesine neden olmaktadır. Büyük veride kişi mahremiyetinin korunması için 

kimliksizleştirme yöntemleri ile kimliksiz veri oluşturup sistemlerde bu şekilde saklanması ve paylaşılması 

sağlanmaktadır. Fakat kimliksiz hale getirilen veride bilgi kaybı olduğu için veri eski haline döndürülememektedir. 

Bu çalışmanın amacı; büyük veri yığınları için anlık olarak kimliksizleştirme sağlayan ve sistemdeki veri yapısını 

bozmayan yeni bir yöntem oluşturmaktır. Çalışmada büyük veri yığınlarını işleyebilmek için Hadoop ekosistemi 

kullanılmıştır. Önerilen model ile kullanıcıdan gelen isteklerin ara katmanda bulunan servisler yardımı ile Hadoop 

ekosisteminde işlenmesi sağlanarak kimliksiz veri elde edilmesi sağlanmıştır. Kimliksizleştirme için kullanılan 

algoritma optimize edilerek kullanılmış ve literatürdeki algoritmalara göre avantajları kaydedilmiştir. Önerilen 

Modelle, kullanıcının sorgu çekmesi ve kimliksiz veri seti elde etmesi bakımından kullanıcı dostu olduğu 

görülmüştür. Analiz sonuçlarına göre, modelde kullanılan kimliksizleştirme algoritmasıyla işleme hızı bakımından 

diğer algoritmalara göre %40 verimli çalışan bir algoritma oluşturulmuştur. 

Anahtar Kelimeler- Kimliksizleştirme, Mahremiyet Koruma Modeli, Spark 
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I. INTRODUCTION 

Nowadays, wide variety and large numbers of data are emerging with the processes that produce digital 

data, the development of Internet of Things (IoT) devices, the use of social media, digitalization, and the 

management of all processes through programs, etc. In particular, IoT devices transfer the information they receive 

from sensors to databases continuously every millisecond. For this reason, it creates continuously increasing data 

size [1]. With the combination of these data, the concept of big data emerges, and problems arise regarding the 

storage and management of these data [2]. One of the problems in big data is the protection of personal privacy 

during the processing and storage of the collected data [3]. This protection is generally provided by methods, such 

as encryption, masking, and anonymization. Unlike other methods, the de-identification method provides data 

benefit because it does not break the data structure.  

Direct sharing of relational data kept on my systems reveals three privacy threats: identity disclosure, 

membership disclosure, and sensitive attribute disclosure [4-6]. To eliminate these privacy threats, the identifiers 

that characterize the person are generalized by replacing them with the less specific value. However, as the size of 

the data grows, data consolidation, estimation, etc. privacy violations can be made with disclosure attacks. At this 

point, there is a need for systems and algorithms that can provide data security and process large amounts of data 

within an acceptable period. With the creation of the Hadoop system, big volumes of data can be processed with 

small and costless systems. Venugopal et al. [7] provide an improvement of up to 36 percent in processing speed 

by adapting the de-identification algorithm on the Hadoop environment. Jadhav et al. [8] also apply the same 

algorithm on a distributed basis to different data set sizes. However, as the data set grows, it cannot provide the 

same rate of performance increase. As the data grows, performance problems increase, Canbay [9] has proven that 

detecting and removing outlier data before de-identification before de-identification will increase processing speed 

to reduce the data set that will enter de-identification. However, in the studies conducted, there is a loss of 

information on the data after de-identification and data cannot be retrieved. In cases where the loss of information 

is not desired, a structure that will work with performance in different data set sizes is required for instant de-

identification for each query transmitted to the system. 

This paper has the following main contributions. 

 We create a user-friendly system by anonymizing the data returned from the query. 

 We provide that the data structure kept in the system is not damaged by not interfering with the data in 

main the system. 

 We provide faster anonymization by using the memory calculation method of the Spark application. 

 Our aim is to create a safe structure by choosing as a method that outlier data determine whether identity 

disclosure was made or not, and provide fast anonymization algorithm for real-time queries. 

 We demonstrate that the performance of anonymization is increased with outlier data optimization. 

In the rest of the article, sections are explained. General information about anonymization and big data 

technologies is mentioned in Section II. The related works on the subject are reviewed and the advantages of the 

model are introduced in Section III. The Mondrian-based real-time anonymization model is explained in Section 

IV. The results of the experiments are evaluated in Section V. Conclusions are present in Section VI. 

II. ANONYMIZATION AND BIG DATA TECHNOLOGIES 

In this part of the article, the concepts of anonymization are discussed to better understand its methods. 

In addition, the advanced technologies used for processing data in large data sets and applying anonymization 

algorithms to data are mentioned. 

A. Anonymization 

Anonymization is the replacement of attributes containing personal data with a more general value 

through generalization and suppression, permutation and anatomization methods [10]. In this way, the disclosure 

of attributes is prevented without spoiling the data structure. Table 1 shows examples of anonymized data.  
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Table 1. Identified Data and Anonymized Data 

Identified Data Anonymized Data 

Age Gender Illness Age Gender Illness 

24 Female HIV 20-30 Person HIV 

30 Male Ulcer 20-30 Person Ulcer 

32 Female Asthma 30-40 Person Asthma 

Attributes must be classified to anonymization. These attributes are explained below [11]. 

 Explicit Identifier: Attributes that directly reflect the person. Name, Surname, ID, etc. 

 Quasi Identifier: These are attributes that, even if they do not directly reflect a person, have the potential 

to reflect a particular person when combined with other attributes. Age, Gender, Profession, etc. 

 Sensitive attribute: These are the sensitive attributes belonging to the person who will cause problems 

in case of being handled by third parties. Disease, Disability situation, etc. 

 Non-Sensitive attribute: These are non-sensitive attributes that do not cause any problems if they are 

captured by third parties. 

For anonymization algorithms to be viable and prevent disclosure attacks, they must meet the k-

anonymity, l-diversity, t-proximity criteria. 

 K-anonymity [4]: It means that there are k-1 of the same value in each of the combinations formed by 

combining the features in the data set. 

 L-diversity [6]: For the same attribute combinations in the data set, the sensitive attribute must have at 

least L diversity. 

 T-closeness [12]: In the case that each of the features in the data set is subclassified according to their 

proximity to each other, the T-proximity state must be provided. 

Since the data set given in Table 2 does not meet the above criteria, it causes sensitive attribute disclosure 

of the person known to be a male and an engineer in the data set according to the values in the 3rd and 4th rows. 

Table 2. Anonymized Data Set 

Order Age Gender Profession Illness 

1 40-50 Female Lawyer HIV 

2 40-50 Female Lawyer Ulcer 

3 40-50 Male Engineer Hepatitis 

4 40-50 Male Engineer Hepatitis 

5 30-40 Female Doctor Ulcer 

6 30-40 Female Doctor Asthma 

B. Outlier Data 

For the data to be generalized, it must first be divided into certain clusters. When data is classified 

according to attributes, data that cannot be included in any cluster are called outlier data. Data that cannot belong 

to A and B clusters in Figure 1 are outliers. Since generalization cannot be provided for such data, it creates a 

weakness for anonymization algorithms [13]. 
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Figure 1. Clustered Data 

C. Apache Hadoop 

Along with the concept of big data, this size of data processing, storage, etc. problems are starting to 

occur. Hadoop is an ecosystem that overcome these problems, providing the opportunity to store and process data 

in cheaper and smaller systems instead of large and costly systems [14]. It brings together many idle and low-

performance computers in its ecosystem, allowing them to be stored and processed in different computers with the 

HDFS [15] (Hadoop Distributed File System) file system. 

There is a Master node and many Slave nodes in the Hadoop architecture. Job Tracker in the master node 

ensures that the transactions are transmitted to the nodes and coordinated. There is a Data Node in each Slave node 

that enables its data to be stored. With the HDFS file system, this data behaves like a single database. To distribute 

the tasks to be done to Slave Nodes, it uses the Map-Reduce [16] method, which was first used by Google. There 

are 2 functions in this method, Map and Reduce. The map function divides the process into smaller pieces and 

distributes it to other worker nodes. After the worker nodes perform the given task in parallel, it sends the result 

to the master node. The results returned from the worker node are combined with the Reduce function. Hadoop 

architecture is shown in the Figure 2. 

 
Figure 2. Hadoop Architecture 

Projects are developed to solve performance problems on the Hadoop ecosystem, such as data access or 

processing speed. Cloudera Impala and Spark are projects developed as a solution to these problems. 

1) Cloudera Impala: HIVE is used within the Hadoop ecosystem to access data via HDFS. HIVE derives 

SQL queries from Slave nodes by converting them to the Map-Reduce method [17]. However, HIVE does not 

respond quickly enough to real-time queries. The Impala project, developed by Cloudera as a solution to this 

problem, is an open-source distributed SQL technology that provides low latency, high-performance data queries 

in the Hadoop environment [18]. To obtain data over HDFS, instead of the Map-Reduce method, it accesses data 

directly with distributed queries. In this way, Cloudera impala runs 6 to 55 times faster than HIVE [19]. 
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2) Apache Spark: Apache Spark is a technology developed on the Hadoop flexible architecture to process 

big data in a fast and scalable way. It is claimed to work 100 times faster than HDFS and Map-Reduce methods 

[20]. It does in-memory computation by characterizing distributed clusters and thus obtains much faster results. 

According to the Spark architecture, Tasks (T1, T2, .., TN) that will work in each cluster are created and 

these Tasks are run in parallel with the Executer. Cluster Manager, on the other hand, ensures the coordination and 

operation of the components. Spark architecture is shown in Figure 3. 

 
Figure 3. Spark Architecture 

III. RELATED WORK 

In the generalization methods used in the anonymization algorithms, the frequency value of the data was 

first used by Sweeney [21] to create a greedy generalization algorithm. K-anonymity is provided by the fact that 

the frequency values of the identifiers formed are lower than k. However, this algorithm is insufficient to provide 

minimum generalization. Sweeney [22] created an algorithm that gives many minimal generalizations based on an 

information metric called Precision. It prefers generalization with minimal distortion from generalizations created 

by creating many generalizations. Since it tries all the generalizations one by one, it does not work well in medium-

sized data. Wang et al. [23] proposed an algorithm that provides generalization from the bottom upwards. 

According to this algorithm, the rate of distortion in the data increases according to the number of the hierarchy 

level. Therefore, it provides a local optimum solution instead of a general optimum solution. Fung et al. [24] try 

to achieve optimum k-anonymity by performing top-down generalization (TDS). However, the TDS algorithm 

works slowly compared to other algorithms, since it is tried and created sequential sets for each feature. LeFevre 

et al. [25], unlike other algorithms, proposed the Mondrian algorithm, which makes multi-dimensional 

generalization rather than one-dimensional generalization. Mondrian uses a multidimensional re-encoding method 

using a greedy algorithm to find an equivalence class. In this way, it gets faster results compared to one-

dimensional generalization algorithms. 

The presence of outlier data in the data set to be created creates identity disclosure risk. Therefore, Wang 

et al. [26] while detecting and removing the anomalous data in anonymization in the anonymization algorithm they 

developed, Majeed et al. [27], on the other hand, provide data benefit by including it again in the data structure. 

However, this creates an extra cost for the algorithm. Canbay [28], in his study with the Mondrian algorithm to 

reduce this cost, ensures that the outlier data is detected and removed from the data before anonymization. In this 

way, A more performance structure is obtained with the Mondrian algorithm. Canbay is not testing its algorithm 

for the Spark environment in this study. 

Torticar [29], Ashkouti et al. [30] prove that when they adapt the Mondrian algorithm on Spark, they get 

faster results compared to other studies. However, in these studies, no optimization is carried out for outlier data. 

In the proposed model, the modified de-identification algorithm, which enables the data set to be optimized for 

outlier data is implemented in Spark. Accordingly, a real-time anonymization model, which works faster than other 

studies, is created. Unlike other studies, in this model, while the data is re-anonymized and presented to the client 

in each query request, no changes are made to the data format stored in the system. In this way, it is aimed to 

protect the data structure kept in the system. 
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Table 3. Comparison of generalization algorithms 

Algorithm Hierarchy Dimension Minimum Generalization Searching Algorithm Generalization 

Datafly [21] Bottom Up Single No Complete Global 

MinGen [22] Bottom Up Single Yes Not feasible Global 

Bottom-up 
Generalization [23] 

Bottom Up Single Yes Greedy Global 

TDS[24] Top Down Single Yes Greedy Local 

Mondrian [25] Top Down Multi Yes Greedy Local 

IV. MONDRIAN BASED REAL TIME ANONYMIZATION MODEL 

The purpose of the model is to provide communication between the Hadoop environment and the 

relational database users. By adapting the queries from the client in SQL format to the data stored in the Hadoop 

environment, the obtained data is instantly anonymous and presented to the client. In this way, it is ensured that 

the client can obtain the data he wants without an identity without the adaptation process to the big data 

environment. 

In the system to be installed, the query results transmitted to the Hadoop environment must pass certain 

controls to meet the security criteria. To prevent disclosure attacks with the obtained data set, there should be no 

outlier data in the data set. Therefore, it was ensured that data contradiction was detected before starting the 

anonymization process. When the data is made ready for anonymization, if the anonymization criteria are not 

provided, the forwarded query is considered a risky query. 

There are 3 basic sections in the model to establish a connection between the client and the Hadoop 

environment; to parse out the outlier data, to prevent the returning query result from creating identity disclosure, 

and to perform instant anonymization. The first part provides to obtain data from the Hadoop environment with 

SQL queries, the second part prepares the data and applies the security criteria, and the third part presents the 

problem-free data set to the client. The architecture of the proposed model is shown in Figure 4. 

 
Figure 4. Mondrian Based Real-Time Anonymization Model 

A. Data Provision Layer 

In the proposed model, the data request of the system is provided directly by the users. SQL queries from 

the user cannot provide data directly from the Hadoop environment. At this point, a layer is needed to provide 

communication between the Hadoop system and the clients. Communication between the Hadoop system and the 

clients is provided at the data provision layer in between. SQL queries transmitted to the system are captured by 

the service in this layer. Using Impala libraries, data is obtained in a distributed manner in the Hadoop environment. 

The data obtained is transferred to the second layer to be prepared for the anonymization process. Figure 5 shows 

the data sets returned from Impala.  
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Figure 5. Impala Data Set 

The data sets obtained from this layer are transmitted to the data preparation layer, which is the 

preprocessing layer, to be extracted from the outliers. 

B. Data Preparation Layer 

The second layer acts as a provision for the anonymization layer, while at the same time protecting against 

the system's disclosure attacks. Outlier detection and alarm mechanism are in this layer. 

Clustering algorithms used in machine learning methods are used to detect outlier data. WEKA program 

is software written in the java programming language that includes clustering algorithms and can be used by 

converting libraries into jar files [31]. The data set is clustered with the Expectation-Maximization (EM) [32] 

algorithm in the WEKA program according to its specified attributes. EM algorithm obtains data sets containing 

the maximum amount of data with predictive criteria. 

Clusters determined according to the specified attributes must have a certain size. Clusters that do not 

have a predetermined threshold value according to system features and security level are considered as outlier data 

and extracted from the data. Figure 6 shows the number of records in each cluster as a result of the sample cluster. 

Accordingly, the third cluster was considered as outliers and separated from the data because it did not have 

sufficient size. 

 
Figure 6. Clusters 

After the outliers are cleared from the data set, it is checked whether the data set meets the de-

identification criteria. At this stage, if the data set does not have a certain size and does not meet the de-

identification criteria, the query sent to the system is evaluated as a query that can allow identity disclosure, and 

system logging is performed. The recorded query is reported and forwarded to the relevant units. 

The dataset obtained from this layer, cleaned from outlier data and ready to be processed, is transferred 

to the third layer, the anonymization layer.
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C. Anonymization Layer 

The data that is cleared from the data contrary to the third layer, the anonymization section, is transferred 

ready for processing. Through Spark, this data is processed on more than one cluster in parallel. Functions given 

in Algorithm 1 are transferred to Clusters via Master Node. 

The Mondrian-based algorithm is used for anonymization in the system. Mondrian code is given in 

Pseudocode 1. 

 
Figure 7. Mondrian Anonymization Pseudocode 

D. Summary 

The Mondrian-based real-time anonymization algorithm returns an input transmitted in SQL syntax, V 

anonymous data set. In Pseudocode 2, the pseudo-code of the Mondrian-based anonymization algorithm is 

explained. 

 
Figure 8. Mondrian Based Real Time Anonymization Pseudocode 
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The input of the model function is SQL statements from the user. The data set is obtained by distributing 

SQL queries to the HDFS system with Impala libraries. The obtained data set is divided into T clusters after 

clustering. Each cluster must have more than the threshold value. Data that cannot be included in sets are purged 

from the data set. The data set suitable for anonymization is de-identified by distributing it to the clusters on the 

Spark library. The general flow diagram is given in Figure 9. 

 

Figure 9. Mondrian Based Real Time Anonymization Model Diagram 

V. RESULTS 

In the testing of the model, the Adult data set, which is frequently used in the literature, was used. The 

Adult dataset was created by Barry Becker in the 1994 Census [33]. There are a total of 15 fields in this data set. 

It contains 6 semi-descriptive fields used for classification. The model was tested on a 64bit, i7 core processor, 4-

core machine. Figure 10 lists the results according to k = 2, k = 5 and k = 10 anonymity criteria. 
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Figure 10. Comparison of the Tortikar [29] Model and the Proposed Model 

According to the results, anonymization after removing the outliers from the system according to different 

anonymity criteria increases the speed of the algorithm. In the study, it is seen that about 40% improvement was 

made in terms of the rate of anonymization in different anonymity criteria, such as k = 2, k = 5, and k = 10. Figure 

11 shows sample data obtained as a result of anonymization. 

 

Figure 11. Anonymized Data 

VI. CONCLUSIONS 

It seems that the proposed model is a user-friendly model. The purpose of the study is to return a quick 

response to the client. Unlike HDFS and Map-Reduce methods, using Spark makes the model more powerful. In 

addition, it is determined that by detecting outlier data in advance and removing it from the data, 40% faster results 

are obtained compared to Mondrian applications in the literature. 

In this study, a new utility-based anonymization model has been proposed that provides real-time 

anonymization in big data, which increases the performance to be obtained from the anomaly data and aims to 

make the calculation cost-effective. In the proposed model, the total speed was increased by removing the outlier 

data. The results obtained from the experiments show that the proposed model is successful in increasing the 

processing speed for anonymization and ensuring anonymity. 
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