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Abstract 

Fuji scaled pressure sensitive films (FPPSF) are used in many sciences, especially for mechanical-based 

measurements. Since these films are paper-based sensors, the measurement values are mostly found manually after 

a series of processing according to the ambient conditions. The accuracy of the measurement results depends on 

the calibration process. However, there is no determination method regarding the accuracy of these processes in 

the literature. The aim of this study is to point out the subjects that may affect the accuracy, especially during the 

experimental calibration and to recommend a new method in order to evaluate the homogeneity in particular. To 
evaluate the homogeneity of the calibration data produced for this purpose, the gray level co-occurrence matrix 

(GLCM) was used and statistically compared with the relevant calibration curves presented in the current literature. 

As a result, the energy property parameter of GLCM was found to be applicable to control the image smoothness 

of the samples to realize the accuracy of the generated curve.  
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Fuji Prescale Basınca Duyarlı Film Numunelerinin Homojenliğini Ölçmek 

İçin Gri Düzey Eş Oluşum Matrisi 

 
 

Öz 

Fuji önölçekli basınca duyarlı filmler (FPPSF) özellikle mekanik tabanlı ölçümler için birçok bilimdalında 

kullanılmaktadır. Bu filmler kağıt tabanlı sensör olduğu için ölçüm değerleri daha çok ortam şartlarına göre manuel 
olarak bir dizi işlemden sonra bulunur. Ölçüm sonuçlarının doğruluğu kalibrasyon sürecine bağlıdır. Ancak 

literatürde bu işlemlerin doğruluğu ile ilgili herhangi bir tayin yöntemi yoktur. Bu çalışmanın amacı özellikle 

deneysel olarak yapılan kalibrasyon esnasında doğruluğu etkileyebilecek noktaları işaret edip özellikle 

homojenliği değerlendirmek için yeni bir yöntem tavsiye verilmesidir. Bu amaçla üretilen kalibrasyon verilerinde 

homojenliğini değerlendirmek için gri düzey eş-oluşum matrisi (GLCM) kullanılarak mevcut literatürde sunulan 

ilgili kalibrasyon eğrileriyle istatistiksel olarak karşılaştırılmıştır. Sonuç olarak, GLCM'nin enerji özellik 

parametresi, üretilen eğrinin doğruluğunu gerçekleştirmek için örneklerin görüntü düzgünlüğünü kontrol etmek 

için uygulanabilir olduğu bulunmuştur.  

 

Anahtar kelimeler: Resim Homojenlik Ölçümü, Fujifilm Önölçekli Basınca Duyarlı Film, Kalibrasyon.  

 
1. Introduction 

 

Fuji prescale pressure sensitive films (FPPSF) (Fuji Photo Film Co., Ltd., Japan) have been used to 
measure both the contact areas and the pressure distributions between contact surfaces in many 

applications such as fishing [1], automotive[2-4], industry [5, 6] and particularly biomechanics [7-17]. 

FPPSF consists of two paper-based sheets of which features are described in detail by Liggins et al. [24] 

and Muturi et al. [25]. FPPSF carries out the measurement of the contact pressure distributions and the 
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contact areas via the intensity of red stains. FPPSF provides optical stains that can be observably 

converted to applied pressure itself according to the optical comparison charts supplied by the 

manufacturer. Contact pressure distributions between the surfaces can also be calculated using FPPSF 

recordings with the techniques of digital image-processing. Pressure distribution quantity is determined 
regarding image intensities related to contact pressures by means of a calibration procedure. The 

calibration stains of this calibration procedure emerge by applying loads to film samples compressed 

between contact flat surfaces at areas the value of which is known [24, 25]. FPPSFs can be used to 
determine the contact pressure distributions of many biological joints such as knee [7, 8], hip [9, 11, 

16], ankle [12, 17] and wrist [10] etc. apart from their other functions. FPPSFs have some advantages 

for biomechanical applications, in particular, pressures between irregular contact surfaces [26]. The 
shapes and dimensions of FPPSFs can be designed easily by cutting in an appropriate way with the 

geometry of the contact areas. 

Many researchers generally calibrate their FPPSFs considering calibration method developed 

by Liggins et al. [24] in order to compute the concentration of the red stains [11-14, 16, 24, 25, 27-29]. 
The calibration data are produced by applying different loads using universal testing machine and are 

plotted as a function of optical density. Researchers usually conduct a regression analysis to get a 

specific calibration curve. Many researchers report a correlation coefficient of regression analysis in 
their studies [1, 12, 25, 26, 29].  Measured data in mid-values of the calibration data are estimated 

according to the calibration curve using interpolation technique. Many factors such as sample 

preparation, sample collection, random errors, etc. affect the accuracy of the measured data and cause 
the uncertainty of the developed model. One of these factors is the uniform distribution of stains in the 

calibration samples. Even though sample uniformity is not discussed in the literature for FPPSF, image 

uniformity of calibration samples also affect the accuracy of data. In a common sense, the generated 

model should be defined at a 95% confidence level. Therefore, a calibration of FPPSF must be validated 
to confirm the measured results. The validation process should be implemented to check the accuracy 

with a valid curve defined depending on environmental conditions. Nevertheless, in the available 

literature, researchers do not validate their calibration curves gained using the FPPSFs. 
In this study, a calibration curve of FPPSF is generated by performing a set of calibration tests 

and applying pressures between 2.5-10 MPa using a cylindrical hardened-steel punch and a smooth 

surface. The confirmation of the calibration curve obtained experimentally is done, since eliminating 

errors for the curve accuracy is of paramount importance in a subsequent study. Therefore, as a new 
method, the gray-level co-occurrence matrix was used to evaluate the uniformity of the sample stains 

for quantitative evaluation of uniform distribution of the sample stains. Also, the generated curve is 

compared statistically with the related literature and validated empirically. 
 

2. Materials and Methods 

 

2.1. Experimental Calibration of the FPPSF 

 

The calibration tests using FPPSF samples are performed in this study by a polished hardened steel 

punch with a diameter of 30 mm and a metal plate surface to obtain uniform pressure distribution. The 
contact surfaces of the steel punch and metal base plate are grinded well before polishing on account of 

the fact that FPPSF is very sensitive to surface roughness. The apparatus of the calibration tests are 

shown in Fig. 1. As seen from the figure, a spherical guide in a small spherical cavity on the punch is 
used to avoid eccentric loading effects during the tests. These steps are taken into account to obtain 

uniformly distributed stains on the calibration samples. The tests are performed using a hydraulic press 

having a ton capacity of a load cell and the loads of 180, 270, 360, 450, 540, 630, and 720 kgf (1 kgf = 
9.80 N) are applied to the samples, then made to wait and released for a 5-second per each. The stained 

images on the film are scanned by a scanner, (Mustek 1248UB), with a 600x600 dpi resolution as seen 

in Fig. 2. The tests are performed under environmental conditions of 42%±3 Rh humidity and 19±1°C 

temperature. Based on the calibration tests, a low-grade FPPSF with the capacity of 2.5-10 MPa is used 
in our biomechanical study to measure the contact areas and pressure distributions. 

Undesired artefacts at the outer area of the scanned images are wiped out using an eraser tool 

called as “Erase Method” defined by Bachus et al. in view of the fact that the artefacts affect average 
values of the grayscale level as shown in Fig. 3 [30]. As seen in the figure, the pressure images are 
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converted to grayscale form by MATLAB software and then filtered with a 25x25 pixels averaging filter 

to remove noises. The noise in the pressure images is assumed to cause variations of the pixel values 

that are not related with the outer area pixels. The average values of the grayscale optical density are 

considered regardless of neighbouring pixels and plotted with respect to the applied pressure as 
illustrated in Fig. 4. 

 

 
Figure 1. The compression test with a hydraulic universal press  

 

 
Figure 2. The red stains images of the samples subjected to different loads 

 

 
Figure 3. Obtaining the grayscale of the images using “Erase method” 

 

2.2. Comparisons of the Calibration Curves 
 
The calibration data for low and super-low grade FPPSF developed by researchers are extracted and 

plotted as a function of applied pressures as illustrated in Fig. 4 and 5, respectively [11, 14, 16, 24, 25, 

27, 28]. The scanned images are converted to 8 bpp (8 bit-per-pixel) grayscale pixel values to represent 

the level of grayness and brightness ranging from black to white, sometimes called as monochrome. The 
converted digital images in the grayscale are generally defined black and white levels as respectively 

zero and 255 (maximum value), by researchers. In contrast, Olson et al. [16] and Devocht et al. [14] 
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defined black and white points as 255 and zero, respectively. Both of the data are extracted and converted 

into the same grayscale format in this study. Their calibration curves are generated after collecting all 

data using a fifth-order polynomial equation to get the best fit to the characteristic of the curves [24] 

given in Fig. 4 and 5. As seen, notwithstanding the same FPPSF, the calibration curves have different 
characteristics. Thus, calibration tests and image process techniques must be questioned for the 

differences among the curves. 
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Figure 4. The generated and published calibration data for low-grade FPPSF 

 

One of these reasons depends on environmental conditions. In Fig. 4 and 5, the calibration 
curves appear to be highly dependent on environmental conditions such as load-rate, ambient 

temperature and relative humidity which affect red stain intensity during the tests. In addition, the 

manufacturer of the FPPSFs provides different calibration charts based on environmental conditions 

[31]. Therefore it is assumed that the calibration curve obtained in this experiment is also derived and 
plotted as function of pressure and optical density depending on low and high ambient temperatures and 

humidity as given in Fig. 6 considering the manufacturer’s chart. As seen in the figure, the obtained 

optical density values are matched with the stain density values given in the chart. These curves are 
plotted as a function of pressure and optical density in order to understand the temperature and humidity 

effects on FPPSF easily. The optical density values of the curves for low pressures are close to each 

other than those for high pressures. The calibration curves show different behaviours as researchers may 

be performed their tests under different environmental conditions. Processing parameters of the 
calibration tests carried out by the researchers are summarized in Table 1. 

Our calibration curve is closely matched with the curve developed for 56 test data by Muriuki 

et al. [25] as given in Fig. 4. When compared, the calibration curve of Muriuki et al. might be regarded 
as a suitable curve due to plenty of data even if the environmental conditions are not stated. The accuracy 

of this curve is more sensitive than the others [25]. Although test conditions are unknown as listed in 

Table 1., calibration curves developed by Wang et al. [28], Thomas et al. [12], and Devocht et al. [14] 
have a similar (Fig. 6) proportionality to each other but not overlapped. This indicates that they studied 

under different experimental environmental conditions. Olson et al. [16] stated that their calibration 

curve agrees well with low-humidity conditions based upon reference data supplied by the manufacturer. 



İ. Mutlu, T. Çelik, A. Özkan, Y. Kişioğlu / BEÜ Fen Bilimleri Dergisi 10 (3), 920-929, 2021 

924 

 

A similar proportionality can also be seen among the curves published by Spark et al. [10], Olson et al. 

[16], and Muriuki et al. [25] as given in Fig. 4. In addition, the curves developed in different 

environmental conditions by Liggins et al.[24, 27] demonstrate similar behaviour in Fig. 5. 
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Figure 5. The published calibration data for super-low grade FPPSF 
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Figure 6. The calibration curves for different environmental conditions 
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2.3. Statistical analysis 

 
The statistical relationships between the obtained and published curves are computed by a coefficient of 
regression [32], R2, reflecting the percentage of variability among the curves given in Fig. 4 and 5. These 

curves are analysed by deriving curve equation and compared statistically using SPPS software (R16). 

Based on the comparisons, the r2 coefficient of our curve is complied with 95% prediction intervals of 
the curve published by Muriuki et al. [25]. The rest of the curves (see Fig. 4 and 5) shows significant 

differences (p<0.001) from each other. 

 
Table 1. Processing parameters of the experimental conditions and image acquisitions 

References 
Temp. 

ºC 

Humidit

y % 

Loading 

Rate s 
Scanner Device Resolution Software 

Liggins et al. [24] 25±3 42.5 ±3 60 
CCD video 
camera 

 Image Pro II 

Liggins et al. [27] 23±1 48 60 
CCD video 

camera 
 Image Pro +  

Muriuki et al. [25]    HpScanjet 5550 c 600 dpi MATLAB 

Current study 19±1 42% ±3 5 
MUSTEK 

1248UB 
600 dpi MATLAB 

Spark et. al. [11]   60 HpScanjet 11cx/T  Bioquant  

Olson et al. [16] 

Lab. 

conditi

on 

35  Abaton Scan 
2,95 

pixel/mm 
 

Thomas et al. [12]   5 
Densitometer 

FPD-305 
300 dpi  

Wang et al. [28]   5  
65x5 

pixel/cm 
 

Devocht et al. [14]    Digital Camera  
NIH Image 

1,55 

 

In order to provide relatively uniform stains on the FPPSF, various precautions is provided in 

the experimental study, such as by polishing and grinding punch and metal base to avoid poor dusting 

of them and by using a spherical guide in a small spherical cavity on the punch to avoid eccentric 
loading. Nevertheless non-uniform distribution or fluctuation in the intensity had been occurred in some 

sample cases and rejected for inclusion to calibration curve. The density distribution of the calculated 

samples was visually assessed and find acceptable relatively for the calibration curve. For quantitative 
evaluation of uniform distribution of the sample stains, the gray-level co-occurrence matrix was used to 

evaluate the uniformity of the sample stains. This matrix is a statistical method to analyse the texture of 

the image and sometimes called Haralick features [33]. The uniformity was measured in all samples 

with the energy property of this matrix using MATLAB software. The calculated values are given in 
Table 2. The value changes from 0 to 1 and the energy value for 1 means constant image. Also, to 

examine the deviation by comparing the uniformity value and the random error of data in the regression 

analysis, the random errors (ε) of data was added to Table 2. Energy indicator is a measure of uniformity 
of an image. A high value indicates a uniform distribution. The ideal homogeneity is represented by 1. 

Thus, data on the homogeneity of sample stains is obtained. Whether the sample can be used to generate 

the calibration curve is acquired. 

 
Tablo 2. The values for image uniformity for all samples 

Load (kgf) 180  270  360  450  540  630  720  

Energy  0.7671 0.3886 0.5052 0.3331 0.6492 0.4016 0.5215 

Random error of 

optical density (ε) 

-0.1693 0.9432 -2.16 4.4517 -5.5135 -0.0246 -0.14 
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When the energy indicators in Table 2 are examined, it is understood that the homogeneity of 

samples 2 and 4, which is less than 0.5, is low. When the samples are examined visually, the accuracy 

of the numerical expressions is appeared. 

 

3. Discussion  

 

Adequate overall comparisons among the calibration curves in published article have not been made to 
fill the gap in literature yet. Chin et al. compared their data with the conventional calibration images 

provided by the manufacturer without the report of accuracy measurement [15]. Olson et al. compared 

their calibration curve with a curve supplied by the manufacturer [16]. The limitations in FPPSF in terms 
of performance and accuracy were compared with K-Scan and I-Scan systems by Harris et al. [34] and 

Bachus et al. [30], respectively. 

Bachus et al. [30] used a calibration technique described by Liggins et al.[24] to validate their 

calibration data using I-scan system. Hasler et al. [26] compared their calibration curves obtained for 
flat and curved surfaces in stable environmental conditions. They used a non-linear least-square 

algorithm to fit the curves and a non-linear multiple regression model to compare statistically. Muriuki 

et al. [25] studied to validate the image processes of FPPSF using his own software and gained an 
accuracy level lower than 10%. However, no comprehensive analysis in terms of comparisons has been 

conducted in literature to emphasize the accuracy of calibration curves except the study of Olson et. al. 

whose comparison is inadequate [16]. In our study, a comprehensive comparison is performed between 
our curve and corresponding curves published in literature. This graphical comparison may help to 

understand to get a desired accuracy of the calibration procedure of FPPSF to be used in a subsequent 

study. Therefore, the comparison and statistical analyses of the curves indicate how the environmental 

conditions affect the calibration curves (see Fig. 6). 
Many various factors affecting the calibration curve ought to be classified in two groups. One 

of them can be defined as image processes such as scanning resolutions, scanner linearity, filtering 

effects, etc. [35, 36]. These factors absolutely affect the grayscale quality indistinguishably. The other 
one is related with the environmental conditions of experimental applications such as humidity, 

temperature and loading time [31]. In addition, polynomial regression degree of the calibration curve 

can affect the results [37]. The reasons of the differences among the curves (in Fig. 4 and 5) can be 

interpreted easily with regard to the FPPSF manual when the environmental conditions of the tests are 
explained in the publications. Hence, the processing parameters of the test conditions should be stated 

in the publications for better assessment. The curves in Fig. 6 are different from each other due to the 

factors mentioned above, in spite of a marginal similarity and conformity among them. For these 
reasons, the calibration curve for FPPSF should be validated empirically.  

Liggins et al. reported a method for an analysis of stain resolution [38]. In similar study, 

Liggins et al. aimed to quantify the effects of an image-enhancement on the resolution properties of 
pressure maps [39]. Also the standard deviation of pixel-values was presented and random granularity 

was mentioned for the first time. This factor affects the uniformity of FPPSF. But it was not quantified. 

Singerman et al. introduced an experimental technique of FPPFS for use in small areas [40]. Singerman 

conducted the intensity frequency distribution of pixel gray levels as a statistic method. Though 
calculated parameters and given graphs cause us to think sample uniformity, a clear hint was not 

presented about the sample uniformity. In present study, we focused also sample uniformity and this 

factor previously was not directly stated in any paper. Non-uniform distribution is obviously seen in the 
second and fourth samples in visual inspection of samples in Fig 2. With a glance at image uniformity 

values in Table 2, the values of image uniformity results seem compatible with visual inspection. Due 

to this, the parameter of energy property of gray-level co-occurrence matrix can be practicable to check 
the image uniformity of samples. Also, the most discreteness can be seen in fourth sample that disarrayed 

the linearity of the calibration curve in the Fig. 4.  Random error of optical density data (ε) can give tips 

for excessive discreteness. When taking a look at table 2., fourth and fifth samples was found to be 

highest error on the residuals. If fourth sample would be uniform, fifth sample probably could fit with 
calibration curve. Hence we can supposedly say that the parameter of energy property of gray-level co-

occurrence matrix can be useful for determining the uniformity of samples. This parameter can make 
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contribution to desired accuracy of FPPSF on processing of fitting calibration curve. 

 

4. Conclusion 

 
The current study addresses the congruity or ratio among curves reported in literature. The results of the 

experimental studies are computed based on the calibrated curves of FPPSF that is fundamental for a 

subsequent study. Nonetheless, the published curves have no foundation in order to confirm the 
accuracy. The indication of this is the nonconvergency of the curves to each other. But the curves must 

be convergent at a minimum pressure level, at least, according to the FPPSF manual. Taking these into 

account, we can conclude that the ambient temperature and relative humidity play a critical role in 
changing the calibration curves. For these reasons, the evaluation of the contact pressure distribution 

and the contact area in the studies has certain deviations from a desired accuracy.  In the next step, the 

GLMC homogeneity study should be requested from the investigators to ensure the accuracy of the 

results during the FPPS calibration run. Thus, reference data on the general calibration method or the 
uniformity of the samples can be recommended. A set of guidelines or standards for the calibration 

process must be set to create a precise calibration curve based on the commonalities and correlations 

among literature publications. 
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