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Abstract: The aim of this study is dimension reduction of multidimensional gene expression data using supervised 

principal component analysis (S-PCA) and –proposed as a new approach- supervised principal component analysis 

with artificial neural networks (S-ANN-PCA) and to compare performances of these two methods by using random 

survival forests (RSF). In simulation application 5000 genes were generated according to multivariate normal 

distribution and then survival time that is correlated to these gene data were generated for 100 units. Simulation step 

was carried out with 1000 repetitions.  

In addition, gene expression data for 240 individuals with extensive B-cell lymphoma (DLBCL) were used. 

Dimension reduction was done using Wald statistic in selection of important genes. The new data sets obtained from 

the methods were analyzed using RSF analysis.In the simulation application, it was obtained that the explanatoriness 

of S-PCA was significantly different from S-ANN-PCA (p<0.001). In the DLBCL data application, it was found that 

the error rate for the S-PCA was 36.78% and 43% for the S-ANN-PCA as a result of RSF. The importance value of 

S-PCA method was found to be higher and its error rate was found to be lower than the other method.S-PCA 

performed better than S-ANN-PCA in analyzing gene expression data experiencing a multidimensional problem. 
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forests, gene expression 
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Özet: Bu çalışmada, denetimli temel bileşenler analizi (D-TBA) ile yeni bir yaklaşım olarak önerilen yapay sinir 

ağlarıyla denetimli temel bileşenler analizi (D-YSA-TBA) kullanılarak çok boyutlu gen ekspresyon verilerinin 

boyutunun indirgenmesi ve random survival forests (RSF) analizi kullanılarak performansların karşılaştırılması 

amaçlandı. Simülasyon uygulamasında çok değişkenli normal dağılımdan 100 birim için 5000 gen ve bu gen verisi ile 

ilişkili yaşam süresi verisi türetildi. Simülasyon aşaması 1000 tekrarlı olarak gerçekleştirildi. Ayrıca yaygın B-hücreli 

lenfoma (DLBCL) hastası 240 bireye ilişkin gen ekspresyon verileri kullanıldı. Önemli genlerin seçiminde Wald 

istatistiği kullanılarak boyut indirgemesi yapıldı. Yöntemlerden elde edilen yeni veri setleri RSF analizi kullanılarak 

analiz edildi. Simülasyon uygulamasında D-TBA ve D-YSA-TBAyöntemlerinin açıklayıcılıkları arasında anlamlı bir 

fark olduğu görülmüştür (p<0.001). DLBCL verisi ile yapılan uygulamada D-TBA yönteminin hatasının %36.78, D-

YSA-TBA yönteminin ise RSF sonucu-  %43 olduğu bulunmuştur. D-TBA yönteminin önem değeri diğer yöntemden 

daha büyük, hatası ise daha düşük çıkmıştır. Çok boyutluluk problemi yaşanan gen ekspresyon verilerinin analizinde 

D-TBA, D-YSA-TBA’ya göre daha iyi performans göstermiştir.  

Anahtar Kelimeler: boyut indirgeme, yapay sinir ağları, denetimli temel bileşenler analizi, random survival forests, 

gen ekspresyon 
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1. Introduction 
 

 

 

Along with the evolving technology, the 

increase in data collection and data storage 

possibilities brought the problem of multi-

dimensionality with it. It is difficult to analyze 

especially multidimensional gene expression 

data in which the number of variables is more 

than the number of units according to classic 

statistical methods. For this reason, the 

examination of multi-dimensional problems 

has become focus of interest of statistical 

researches nowadays. Due to the problems 

caused by theoretical structure of classic 

statistical methods, it is necessary to analyze 

gene expression data by making dimension 

reduction instead of examining them together. 

Due to the elimination of dependency between 

variables and the reduction of the number of 

components, the classic principal component 

analysis (PCA) continues its popularity even 

today. However, classic PCA is not able to 

find enough solution for multi-dimensional 

data problems like gene expression data which 

involve survival time. For this purpose, 

supervised principal component analysis (S-

PCA) was developed by Bair and Tibshirani 

(1). S-PCA uses only genes which are 

strongly correlated to dependent variable, 

instead of applying principal components by 

using all of the genes in the dataset.  Since S-

PCA consults to dependent variable for 

identifying subset of gene expression data, it 

is known as a supervised method (2) and uses 

Cox scores calculated based on the Cox 

proportional hazards model to identify genes 

that may be associated with survival. Beer et. 

al. (3) stated in their study that Cox scores 

was used to determine important genes and 

since iterative calculation of parameter 

estimations of each variable caused 

disadvantage, Wald scores could be used 

instead of Cox scores. 

In our study, we will also consider the 

principal component analysis with supervised 

artificial neural networks (S-ANN-PCA) 

method proposed by Kramer (4) in 

multidimensional gene expression data, in 

which survival time is considered as an 

alternative to S-PCA. S-ANN-PCA is a 

flexible generalization of the classic PCA and 

based on artificial neural networks.  (4-7). 

Dong and McAvoy (8) compared PCA and 

ANN-PCA in terms of image compression 

and stated that ANN-PCA showed higher 

performance. Monahan (6) determined using a 

dataset which is about climate that ANN-PCA 

was more robust method after comparing the 

dimension reduction performances of PCA 

and ANN-PCA. Aktürk Hayat et al. (9) 

compared the performances of S-PCA which 

is used for dimension reduction and an 

alternatively proposed approach of nonlinear 

PCA using ANN performed by gene selection 

with survival tree. They reported that 

explained variance ratio of survival tree based 

on ANN-PCA was higher than S-PCA.  

Albanis and Batchelor (10), in a dataset about 

assessment of long-term credit continuity, 

showed that dimension reduction 

performances of linear and non-linear PCA 

based on ANN were better than PCA. Hsieh 

(11) compared PCA and ANN-PCA using a 

dataset about Pasific Ocean surface 

temperature, and showed that S-ANN-PCA 

was better. Türe et. al. (12) compared PCA, 

generalized PCA, linear and non-linear PCA 

based on artificial neural networks in 

dimension reduction of questions measuring 

patient satisfaction, and found that explained 

variance ratio of S-ANN-PCA was higher 

than other methods.  

This study is aimed in this study to develop 

supervised S-ANN-PCA in multidimensional 

gene dataset and compare to S-PCA. A 

simulation programme was built in R 

language for this purpose. After the 
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simulation study, we applied the methods that 

we suggested on a real data set. In this study, 

an alternative new approach was proposed, 

which can determine the effect of genes on 

survival time of researchers working with 

genes. 

2. Material and Methods 

2.1. Principal Component Analysis with 

Supervised Artificial Neural Networks  

The S-ANN-PCA is a generic feature 

extraction algorithm that includes features 

containing as much information as possible 

from the original data set. If there are non-

linear correlations between the variables and 

there is sufficient data to supply the 

formulation between the more complex 

mapping functions, S-ANN-PCA performance 

becomes better than the data PCA (10). S-

ANN-PCA method, presented by Kramer, 

based on auto associative neural networks that 

are trained by backpropagation (4). S-ANN-

PCA means to reduce the dimension of the 

input variables and each layer completely 

connected to the next. It uses five-layer feed-

forward network with a bottleneck layer of 

nodes in order to do this (4, 13). The 

activation functions of the second and fourth 

layers of the network are sigmoidal, so layers 

1, 2, and 3 and layers 3, 4, and 5 model 

nonlinear functions while the activation 

functions of the third and fifth layers are 

linear. The input (first) and output (fifth) 

layers have p units (the number of variables in 

the data set). The number of the nodes in the 

third layer is fewer (m<p) than the first or 

fifth. The values of the output nodes in layer 5 

are trained in order to approximate the inputs. 

After the network has been trained, bottleneck 

node activation values in layer 3 give a lower 

dimensional representation of the inputs (6, 

14). The network aims to minimize the error 

term (e). It is then trained to try and reproduce 

the input pattern at the output layer by using 

an error term calculated as summation of 

squared difference between the network 

prediction ( iX ) and input pattern ( iX ); 
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 (i=1,2,...,p). 

S-ANN-PCA makes a fit a curve through the 

data and then reduces the dimension of the 

inputs. The first three layers of the network 

creates the projection of the original data onto 

the curve and the activation values of the 

bottleneck layer, called scores, give its 

location. The last three layers describe the 

curve (10, 11, 15, 16). 

2.2. Supervised Principal Component 

Analysis 

S-PCA is used for supervised dimensionality 

reduction, particularly in solution of 

regression problems with high dimensions. S-

PCA is a method which is developed for the 

analysis of gene expression data. Since it 

counts on the values of dependent variable in 

the step of gene selection, principal 

components are predicted by selected subset 

of genes which are correlated to dependent 

variable (1, 2). Assume we have a set of n 

data points (2, 17) i=1 each consisting of p 

features, stacked in the p ×n matrix, and 

denote the j
th
 feature (j

th
 row of X) by Xj. The 

S-PCA procedure is summarized as follows: 

Compute standard regression coefficients for 

each feature.  

Reduce the data matrix X to contain only the 

features whose coefficients exceed a threshold 

in absolute value. Calculate the first few 

principal components of the reduced data 

matrix. Use the principal components which 

are calculated in step 3 in a regression model 

or a classification algorithm to predict the 

outcome. 

2.3. Wald test 

The Wald test is used to compute from the 

ratio of the estimated model coefficient to its 

estimated standard error for significance of 

the coefficient: 
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The square of the Wald statistic follows a chi-

square distribution with one degree-of-

freedom (17-19). 

2.4. Random Survival Forests 

RSF is used for the analysis of right censored 

survival data and is a survival based on tree 

method. It is based on a splitting rule and 

bootstrap samples. In RSF, randomization is 

done by two steps. In the first step, it uses a 

randomly drawn bootstrap sample of the data 

to grow the tree. In the second step, the tree 

learner is grown by splitting nodes on 

randomly selected predictors. While at first 

sight Random Forest might seem an unusual 

procedure, remarkable empirical evidence has 

shown it to be very effective. In standard 

analyses, there are always some limitations on 

assumptions such as proportional hazards. 

Also, with such methods there is always the 

concern whether associations between 

predictors and hazards have been modelled 

appropriately, and whether or not non-linear 

effects or higher order interactions for 

predictors should be included. These problems 

are overcome smoothly and automatically in 

the RSF (20, 21). We use the log-rank 

splitting rule for the survival splitting. The 

log-rank splitting rule for a split at the value c 

for predictor x is 

𝐿(𝑥, 𝑐) =
∑ (𝑑𝑖,1 − 𝑌𝑖,1

𝑑𝑖
𝑌𝑖
)𝑁

𝑖=1

√∑
𝑌𝑖,1
𝑌𝑖

(1 −
𝑌𝑖,1
𝑌𝑖
)(

𝑌𝑖 − 𝑑𝑖
𝑌𝑖 − 1)𝑑𝑖

𝑁
𝑖=1

 

where 𝑛 is the number of individuals within h 

node, 𝑑𝑖,𝑗 is the number of deaths at time 𝑡𝑖 in 

the daughter nodes 𝑗=1,2, 𝑌𝑖,𝑗 is the number of 

individuals at risk at time 𝑡𝑖  in the daughter 

nodes and 𝑡1 < 𝑡2 < ⋯ < 𝑡𝑁  is the ordered 

survival time. The value |𝐿(𝑥, 𝑐)|  is the 

measure of node separation. The fact that 

getting larger of |𝐿(𝑥, 𝑐)| brings about larger 

value for |𝐿(𝑥, 𝑐)|, greater difference between 

the two groups and much better split (20). 

2.5 Simulation  

In this study, codes were written in R package 

program using superpc, rpart, pcaMethods, 

survival, random Survival Forest and stats 

packages. 

In the simulation application, the following 

steps were carried out respectively: 

1. According to multivariate normal 

distribution and different correlation 

levels in which correlation coefficient 

varied between r=-1 and(r=+1, 5000 

genes for 100 units and survival time 

and status variables correlated to this 

gene dataset were generated. Our 

simulation algorithm was performed 

based on algorithm created by 

Bender, Augustin, & Blettner 2005 

(22). 

2. Two random sets of 70% training and 

30% validity were created. 

3. A selection method based on the 

Wald statistic was used to determine 

the subset of important genes for 

taining set. 

4. Dimension reduction was done by S-

PCA and S-ANN-PCA methods. 

5. The dimension reduction 

performances the methods were 

compared according to the total 

explained variance ratios of the 

components obtained by methods. 

6. 1000 repetitive-simulation application 

were performed in evaluating the 

performances of the methods. 

2.6. Real Dataset Application 

In application, 7399 gene expression data 

were used for 240 individuals from the study 

of Rosenwald et al. (23) in patients with 

diffuse large B-cell lymphoma (DLBCL-

diffuse large B-cell lymphoma) (23). The 

dataset contains 7399 gene expression value, 

survival time (year) of the patients. Of the 240 

patients; 138 (57.5%) are dead, 102 (42.5%) 

are censored observations. Two random sets 

of 70% training and 30% validity were 

created in DLBCL dataset. 

S-PCA and S-ANN-PCA were used in 

dimension reduction step. In the S-PCA and 

S-ANN-PCA, components were obtained by 
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generating a reduced size data matrix based 

on the Wald statistic. 

3. Results 

3.1. Simulation 

In the simulation application, S-ANN-PCA 

and S-PCA methods were compared using 

program codes. Simulation was carried out 

with 1000 repetitions. 

After 1000-times repetitive simulation, 

median explanatory rates of the methods were 

obtained. 

As a result of the simulations, the median (25-

75
th
 percentiles) recorded for the test set was 

0.119 (0.084-0.167) for S-PCA and 0.056 

(0.031-0.092) for S-ANN-PCA. As a result of 

statistical comparison by Mann Whitney U 

test of the two methods, it was obtained that 

the total explained variance ratios of S-PCA 

was significantly different from S-ANN-PCA 

(p<0.001) (Figure 1). 

It was found that the error rate for the 

S-PCA was 28.82% and 35.4% for the S-

ANN-PCA as a result of RSF. The importance 

value of S-PCA method was found to be 

higher and its error rate was found to be lower 

than the other method. 

 

  

Figure 1. Explanatory rates of S-PCA and S-ANN-PCA for test set 

 

3.2. DLBCL Data 

The Wald statistic values for the 7399 gene 

were calculated using the training set for 168 

patients. 134 genes were determined as 

statistically significant according to Wald 

statistic and reduced data matrix was 

obtained. 

After the singular value decomposition of this 

matrix, 3 supervised principal components (S-

PCA-1, S-PCA-2, S-PCA-3) for S-PCA 

method were obtained. Besides, gene 

expression values for 134 important genes 

were taken as input variables in S-ANN-PCA 

and then S-ANN-PCA was applied to these 

data. Three components (S-ANN-PCA-1, S-

ANN-PCA-2 and S-ANN-PCA-3) were 

attained as a result of the analysis. 

Prediction performances of S-PCA and S-

ANN-PCA methods were compared by 

examining the effects of genes on survival 

time by using the components after random 

survival forest method. Number of deaths and 

trees values were set to 138 and 1000 

respectively; log-rank was used as splitting 

rule for test set. Importance values obtained 

for each component after RSF were given in 

Table 1. 
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It was found that the error rate for the S-PCA 

was 36.78% and 43% for the S-ANN-PCA as 

a result of RSF. The importance value of S-

PCA method was found to be higher and its 

error rate was found to be lower than the other 

method.

 

  Table 1. 

Importance values be obtained by random survival forests method for test set 

          Importance Value 

S-PCA S-ANN-PCA 

Component 1 0.0505 0.0209 

Component 2 0.0117 0.0036 

Component 3 0.0017 0.0007 

 

4. Discussion and Conclusion 

Gene expression data are characterized by 

multidimensionality. Dimensional reduction 

and Cox regression analyzes are often used to 

develop a model for predicting survival times, 

taking into consideration the gene profile and 

the survival time of patients from such data 

(1, 17, 24-26). When the studies using the 

ANN method are examined in the analysis of 

gene expression data, Liu, B et al. (27) 

analyzed genes identified by three different 

gene selection methods with a ANN 

containing a hidden layer. O’Neil and Song 

(28) analyzed lenfoma data by three layered 

ANN using sigmoidal activation function. The 

study of Khan et.al. (29), contains the gene 

selection by filtration, dimension reduction of 

the genes filtered, and prediction using an 

ANN which has no hidden layer. Since there 

is no dependent variable in Khan et.al’s study 

(29), the correlation between genes and 

dependent variable couldn’t be examined. In 

our study, it is aimed to solve the 

multidimensionality problem of gene data by 

proposing a new dimension reduction 

approach in which S-ANN-PCA is used as an 

alternative to S-PCA and to compare the 

performances of S-PCA and S-ANN-PCA 

based on Wald statistic for determining the 

genes correlated to survival in gene 

expression data. When the approaches 

developed for the analysis of gene expression 

data are examined, Zhao et al. (26), using 

hierarchical clustering and S-PCA, identified 

genes that accurately predict renal cell 

carcinoma patients’ survival from their 

survival-associated gene expression profiling. 

Quackenbush (30), stated that PCA, when 

used with other classification techniques, is a 

strong technique on gene expression data 

analysis. Zhang et al. (31) reported that the 

methods used in the analysis of gene 

expression data are uncontrolled methods, 

such as clustering analysis, and that the 

primary goal of clustering is to collect genes 

with similar characteristics, which is a 

disadvantage in diagnosing diseases. Dudoit et 

al. (32) performed a discriminant analysis, 

nearest neighbor, and classification and 

regression trees on existing data sets in their 

work comparing performance of different 

separation methods for classifying tumors 

from gene expression data. In our work, an 

alternative approach to size reduction-based 

survival estimation was developed by using 

data from 7399 gene expressions from 240 

individuals with common B-cell lymphoma 

from Rosenwald et.al. (23). In this approach, 

which determines important genes based on 

Wald’s statistic, components with explained 

variance ratio close to that of S-PCA were 

obtained. When RSF was applied for the test 

set using the principal components of S-PCA 

and S-ANN-PCA from the gene expression 

data subset, it was determined that the 

importance values of the components found to 

be important in both models were close to 

each other. In our simulation, it was seen that 

the explanatory power of the S-PCA method 

was significantly higher than that of S-ANN-

PCA. 
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