
122 

 

Volume 1 Issue 2 2023 

Pages: 122-138 

ISSN: 2980-3152 

⃝c 2023 Karabük University 

CURRENT TRENDS IN COMPUTING 

 

http://ctc.karabuk.edu.tr 
RESEARCH ARTICLE 

 

 

 
TEXT CLASSIFICATION WITH FREQUENCY-BASED TEXT VECTORIZATION 

METHODS FOR ENHANCING CALL CENTER EFFICIENCY 

 

 

MUAMMER ÖZDEMİR1, YASİN ORTAKCI1*   

1Computer Engineering Department, Karabük University, 78050, Karabük, Türkiye 
 

ABSTRACT: In today's business world, many transactions take place over the phone or online. Call centers 

play a significant role in dealing with different situations and solving problems that come with the large 

volume of global business. As an interface between companies/institutions and customers, call centers aim 

to eliminate problems, correct mistakes, resolve conflicts, and increase customer satisfaction. The traditional 

approach involves customer service agents handling inquiries and complaints, but human error can hinder 

effective problem resolution. Intelligent assistant applications have emerged to augment the skills of 

customer service agents, improve performance, and maximize customer satisfaction. This study focuses on 

addressing the challenges faced by the Republic of Turkiye Ministry of Trade Call Center (RTMTCC), 

which handles over 10,000 calls per day. For this purpose, it introduces an intelligent framework that uses 

AI-driven methods and frequency-based text vectorization techniques to efficiently route calls to relevant 

departments, with the aim of increasing customer satisfaction and reducing economic losses. Using 

historical call texts, Bag of Words (BoW), and Term Frequency-Inverse Document Frequency (TF-IDF), 

the study evaluates the performance of five different classifiers:  Stochastic Gradient Descent (SGD), 

Logistic Regression (LR), Naive Bayes (NB), Adaptive Boosting (AdaBoost), Artificial Neural Networks 

(ANN). The results indicate that the AdaBoost classifier generally outperforms others in both text 

vectorization approaches by reaching higher precision, recall and F1-score values. The study provides new 

approaches to automate call routing, evaluates how to classify text effectively, and shows the strengths and 

weaknesses of different text analysis methods. 

 

1. INTRODUCTION 

In today's business world, many transactions are carried out remotely over the telephone call or the 

internet [1]. The importance of call centers in handling new situations and solving problems arising from 

the massive volume of business in the world is increasing day by day [2]. Call centers serve as an 

interface department between companies&institutions and customers to eliminate problems, mistakes, 

conflicts, and misunderstandings and to increase customer satisfaction. Call centers receive customer 

requests both through telephone calls and Internet messages. 

In the traditional call center approach, customer requests and complaints are handled by customer 

service representatives and problems are attempted to be solved with the efforts and knowledge of these 

customer service representatives. However, due to human errors such as high workload, stress, 

distraction [3], and lack of experience and knowledge [4], customer problems may not be solved or may 

take a long time to be solved. It has also been observed that call centre agents are at higher risk of burnout 

and job dissatisfaction than employees in other sectors [5]. 
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 Today, many smart assistant applications have been developed to help customer service 

representatives overcome these problems. Through these smart applications, the performance of 

customer service agents is improved, and customer satisfaction is maximized. 

In this context, the study aims to tackle issues encountered at the Republic of Turkiye Ministry of 

Trade Call Center (RTMTCC). On average, the RTMTCC receives over 10,000 calls each day, which 

are either responded to manually by customer representatives or directed to one of the 99 departments 

within the Ministry. Due to the complexity of the call content or an error by the customer service 

representative, many of these calls are often directed to the incorrect department. Consequently, this 

results in prolonged problem solutions and causes economic losses for the country. 

To address these challenges, this study presents an intelligent framework designed to efficiently route 

incoming calls to relevant departments at the RTMTCC through the application of AI-driven methods 

and frequency-based text vectorization techniques. The primary goal of this approach is to increase 

customer satisfaction and mitigate economic losses by improving the speed and reliability of call 

resolution. In this context, we used a sample dataset consisting of historical call texts received by the 

Ministry's call center, along with information on the corresponding departments to which they were 

directed. The call texts were transformed into digital representations using Bag of Words (BoW) and 

Term Frequency-Inverse Document Frequency (TF-IDF) text representation methods. We then created 

different classifier models by training classification algorithms such as Stochastic Gradient Descent 

(SGD), Logistic Regression (LR), Naive Bayes (NB), Adaptive Boosting (AdaBoost), and Artificial 

Neural Networks (ANN) on our sample dataset. 

In addition to creating a smart customer service system, one of the main research questions of this 

study is to identify the most effective combination of classification algorithms and text vectorization 

methods for the purpose of routing call recordings from the RTMTCC to the relevant departments. To 

achieve this goal, we evaluate the performance of each classification algorithm individually using both 

BoW and TF-IDF methods. This evaluation is carried out through 5-fold cross-validation, with a 

thorough examination of accuracy, precision, recall, and F1 scores. As a result, our study shows that the 

AdaBoost classifier outperforms other methods in both text vectorization approaches on three out of four 

performance metrics. In addition, the contributions of this study can be summarized as follows: 

• It presents an automated call routing system within the RTMTCC, which streamlines the workflow 

of call center agents and efficiently routes calls to the appropriate departments. 

• A comprehensive evaluation of text classification performance of various classifiers, including 

SGD, LR, NB, AdaBoost, and ANN, in conjunction with both BoW and TF-IDF text vectorization 

techniques are performed.  

• The strengths and limitations of TF-IDF and BoW as text vectorization approaches are revealed. 

These findings contribute to a deeper understanding of text processing and routing optimisation in 

call center operations. 

 

2. LITERATURE REVIEW 

Call centers have become critical communication hubs for today's businesses, providing key touch 

points for customer interactions. Managing incoming calls is critical to improving customer satisfaction, 

optimising resource allocation and streamlining business operations. In this context, there has been a 

recent increase in research into call center performance and the assistive applications used in this area. 

One of the fundamental issues in call center operations is how to classify incoming calls and route 

them to the correct department. Chatterjee et al. classify calls as problematic or non-problematic using 

Support Vector Machines (SVM) and highlight the potential of their method to address call complexity. 

The proposed system achieved an accuracy of 87.5% in identifying problematic calls during experiments 

[6]. Mishne et al. presented a system that integrates transcription of call center conversations with 

analysis of their content, providing knowledge-mining tools for agents and administrators. Initial 

experiments with the system, based on manually transcribed data, yield promising results [7]. Galanis et 
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al. conducted a study on classifying emotional speech during call center interactions and its implications 

for predicting emotions with natural language processing (NLP The study compares the performance of 

SVM classifiers using different radial bases function kernels such as SVM-RBF1 and SVM-RBF2 in 

classifying emotional utterances in call center interactions. The study shows that SVM-RBF2 achieves 

higher accuracy for almost all attempts, as the speaker role attribute has the highest Pearson correlation 

value [8]. Rashid et al. presented a study focused on increasing sales and reducing costs through 

intelligent use of data and human resources by improving call center performance. They used data 

mining techniques to analyse and implement the 3R concept (Right Data to the Right CSR at the Right 

Time) for sales optimisation. The implementation results demonstrate that integrating the 3R concept 

into outbound call centers resulted in substantial enhancements in sales volume, revenue, and overall 

productivity. Furthermore, it led to reduced expenses, significantly decreased the number of dialled 

contacts, and witnessed a marked decrease in the involvement of customer service representatives during 

the campaign [9].  

In the area of studying text classification methods and evaluating the effectiveness of text classifiers, 

a variety of scholarly investigations contribute important insights to the field. Yigit et al. focused on 

predictive models for evaluating speech recordings in call center text mining, including customer 

satisfaction measurement and sentiment analysis using classification and regression techniques. Various 

classification algorithms, including Decision Tree (DT), SVM, K-Nearest Neighbor (KNN), LR, and 

Random Forest (RF), were tested to determine the most effective algorithm for classifying the sentiments 

of an interaction. The results showed that the SVM algorithm was the most successful with a slight 

difference, achieving an accuracy rate of 82% [10]. Fiok et al. introduced a text truncation technique 

called text guide, which is designed to condense the original text to a predetermined limit. This method 

improves performance over naive and semi-naive approaches while minimising computational 

complexity. The text guide uses the concept of feature importance, a key principle in explainable 

artificial intelligence, to optimise its functionality. The authors conducted a careful analysis and 

subsequent experiments to evaluate the effectiveness of the text guide. Their results showed that the text 

guide showed significant improvements, especially when the length of the original text instances 

significantly exceeded the model boundary [11]. In another study, Chen et al. focused on legal text 

classification using labelled case documents and comparing different techniques. They propose a 

machine learning algorithm that incorporates domain concepts as features and uses RF as classifiers. 

Through experiments on 30,000 case documents across 50 categories, their approach outperforms a deep 

learning model based on pre-trained word embeddings and neural networks. The domain concept-based 

RF classifier demonstrates superior performance compared to its deep learning-based counterpart in a 

variety of experimental settings in terms of accuracy, recall, precision, and F1 score [12]. 

Given the limited availability of libraries and resources for Turkish, the need for research in the field 

of NLP becomes obvious. Consequently, any research that deals with text and document classification 

in Turkish acquires a heightened significance. There have been some remarkable studies carried out in 

this regard. For instance, Sarı used deep learning methods, Paragraph Vector Distributed Memory Model 

(PV-DM), Vector-Distributed Bag of Words, and Doc2Vec to classify columns and predict authors and 

concluded that the PV-DM model is the most effective [13]. Koruyan and  Ekeryilmaz analysed 

complaints on "sikayetvar.com" using machine learning for automatic categorisation and analysis and 

achieved 80% accuracy with LR [14]. Uslu and Akyol classified Turkish news texts using SVM, RF, 

and NB in their study, in which NB was more successful with a 91% F1 score than others [15]. Karakuş 

et al. analyzed the readability of Turkish primary school textbooks using a distributed parallel processing 

framework based on the MapReduce model. They demonstrated the practicality and efficiency of the 

results. The study demonstrated the distributed system's efficiency and feasibility in analyzing a 

significant number of Turkish textbooks' readability. [16]. Kuzu et al. examined how converting 2560 

phone records into text format impacted content classification in a call center subject recognition study. 

They assessed the macro and micro F1 values of K-Means, ANN, and SVM. The results showed that 

SVM and ANN produced similar text classification curves [17]. 
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The previous studies have highlighted previous efforts in Turkish text call classification. Our primary 

objective is to enhance the field of Turkish text call classification by utilizing call center data from the 

RTMTCC. To accomplish this objective, we completed a comprehensive study comparing the TF-IDF 

and BoW methodologies, as well as different classification algorithms.  

 

3. DATA AND METHODS 

Figure 1 shows a general overview of our text classification framework. First, we created our dataset 

by transcribing 100,000 phone calls received by the RTMTCC for this study. Data preprocessing removes 

the redundant and noisy data from the call text. Text vectorization transforms the text into a numerical 

representation using the BoW and TF-IDF text vectorization methods. In the last step, different classifier 

models assign the text representations to the relevant departments. No feature selection procedure was 

carried out, since some sparse terms in our dataset may have a notable impact on the classificaiton of 

many records. Hence, all available features were utilized in the classification task. 
 

 

FIGURE 1. Overview of the proposed intelligent text classification framework. 

 

3.1 Dataset 

Our dataset is a new collection of call records from the RTMTCC between customer service 

representatives and customers. It includes 100,000 calls from a randomly chosen period, categorized 

into 99 distinct classes without any restriction on the number of characters. These call records were 

transcribed by call center employees, and a corpus dataset was created. Table A.1 in the Appendix 

section lists the distribution of calls across different departments, presenting the average word and 

character counts for each department. Unfortunately, the confidentiality of the dataset prevents it from 

being shared, as it contains sensitive data from the Republic of Turkiye Ministry of Trade. Since it 

contains institutional information associated with the Ministry, the names of the departments are labeled 

numerically from 1 to 99. 

Figure 2 illustrates the average number of words and characters of the phone calls for the 25 classes 

with the highest number of call records. As the workflow in some departments is more complex, the 

phone calls for these departments take longer durations, and therefore, the average number of words and 

characters for these departments is higher. After data preprocessing, both TF-IDF and BoW vectorization 

methods transformed the dataset to a vector space, producing 11,207 unique features, each representing 

a different Turkish term found in the corpus. 
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FIGURE 2. Average word and character counts of the 25 departments with the highest number of telephone calls. 

 

3.2 Data Preprocessing 

Data preprocessing plays a critical role in the construction of our classification framework, including 

essential tasks such as data cleaning, tokenization and lemmatization. The first phase of data cleaning 

involves correcting errors, addressing inconsistencies, handling missing values, and eliminating 

duplicates and empty entries within the call center record dataset. We then standardized all call text to 

lowercase, removed punctuation and identified and extracted user-specific details such as ID numbers, 

telephone numbers and customs declaration numbers. We also removed the call text from stop words, 

which are common words that have no significant meaning [18]. We excluded 53 stop words using the 

"Turkish" class within the Natural Language Toolkit (NLTK) library1. The NLTK library, a versatile 

open-source Python toolset, provides a range of functions for natural language processing (NLP), 

artificial intelligence and information retrieval2. 

The next stage in the data preprocessing flow is tokenization, which splits the text into meaningful 

elements such as words, phrases, or symbols called tokens. Tokenization facilitates the representation of 

text in a structured format, enhancing the usefulness of text analysis [19]. 

The final stage of data preprocessing was lemmatization, an NLP technique that transforms words by 

replacing or removing suffixes to obtain their basic forms or lemmas [20]. In this study, we used the 'tr' 

class of the Simplemma library, an open-source Python library that supports multiple languages and 

helps find root words [21]. By applying lemmatization, we extracted more concise information from our 

dataset and prepared it for further analysis and model building. 

 

3.3 Text Vectorization 

Converting text data into vectors is a way to communicate with the machines to perform any NLP 

tasks and solve problems mathematically [22]. For text vectorization, we used two different frequency-

based methods, BoW and TF-IDF, which transform texts into numerical representations.  

 
3.3.1 Bag of Words 

BoW is a technique for extracting features from text for further NLP analysis. BoW operates by 

considering the occurrence and repetition of words within a text without taking into account their 

semantic meaning, contextual relevance, or order. Each unique word present in the call record corpus 

 
  2 https://github.com/xiamx/node-nltk-stopwords   

  3 https://www.nltk.org/   
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corresponds to a distinct feature. When a word is found in the call text, it is assigned a non-zero value. 

In addition, if a word recurs within a text, the BoW value for that word corresponds to its frequency in 

the text. For example, if a word is repeated four times in a text, the value of that word in the BoW vector 

is four [23]. Table 1 illustrates a BoW representation of a sample text. 
 

TABLE 1. A sample representation of the BoW method for a sample text. 

 

Text ID Words 

 al almanya ara kapıkule bir cam liman kooperatif 

0 0 0 1 0 1 0 0 0 

1 0 0 0 0 2 0 0 3 

2 0 0 0 0 0 0 1 0 

3 0 1 4 0 1 0 0 0 

4 1 0 0 0 0 0 0 0 

5 0 0 0 0 0 1 0 1 

6 0 1 0 1 0 0 0 0 

 
3.3.2 Term Frequency-Inverse Document Frequency 

One of the main drawbacks of BoW is that common words become dominant in the text vectors. 

These frequent words, which do not have any significant semantic impact in the texts, can overwhelm 

other features and reduce their influence. To address this issue, TF-IDF calculates both the term 

frequency and inverse document frequency for text vectors. TF-IDF considers not only the number of 

times a word appears in a document but also its importance in the entire corpus. While term frequency 

(TF) calculates the frequency of a word in a document, inverse document frequency (IDF) measures the 

rarity of the word across all documents [24]. The assigned score for a word in a document is proportional 

to the product of its TF and IDF scores, ranging from 0 to 1. Words that occur frequently in a document 

but rarely in all documents receive a high score, indicating their significance. Conversely, words that 

occur frequently in all documents receive a low score, indicating their lack of relevance. 

The TF is determined by dividing the number of times a term appears in a document by the number 

of words in that document, as shown in Eq. (1). On the other hand the IDF indicates how frequently a 

term appears in the collection of documents. Terms that are specific to documents have higher IDF 

values compared to common words. To calculate the IDF, we need to divide the total number of 

documents by the number of documents containing a word and then take its logarithm as formulated in 

Eq. (2). 

To illustrate the practical calculation of a straightforward TF-IDF value within a given text, let's 

consider an example. The TF-IDF value is obtained by multiplying TF and IDF as shown in Eq. (3). 

 

𝑇𝐹 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑖𝑚𝑒𝑠 𝑡ℎ𝑒 𝑡𝑒𝑟𝑚 𝑎𝑝𝑒𝑎𝑟𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑒𝑟𝑚𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡
                                (1) 

𝐼𝐷𝐹 = log (
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡ℎ𝑒 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑐𝑜𝑟𝑝𝑢𝑠

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑐𝑜𝑟𝑝𝑢𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛 𝑡ℎ𝑒 𝑡𝑒𝑟𝑚 + 1
)     (2) 

𝑇𝐹 −  𝐼𝐷𝐹 =  𝑇𝐹 ∗  𝐼𝐷𝐹                                                                                                      (3) 

 

For example, if the word "kapikule" occurs four times in a text of 50 words, the TF value is 0.08. 

Similarly, if the word "kapikule" appears in 10 texts out of 500 texts, the IDF value is 1.69. By 

multiplying these two values, the TF-IDF value is calculated as 0.135. Table 2 shows a sample score 

table of the TF-IDF method. 
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TABLE 2. A sample representation of the TF-IDF method for a sample text. 

 

Text ID Words 

 al almanya ara kapıkule bir cam liman kooperatif 

0 0 0 0,290 0 0,280 0 0 0 

1 0 0 0 0 0,255 0 0 0,396 

2 0 0 0 0 0 0 0,587 0 

3 0 0,319 0,478 0 0,325 0 0 0 

4 0,474 0 0 0 0 0 0 0 

5 0 0 0 0 0 0,454 0 0,482 

6 0 0,280 0 0,135 0 0 0 0 

 

3.4 Machine Learning Classifiers 

In this study, we perform a comprehensive performance analysis of different classification algorithms 

with a combination of text vectorization techniques. These classifiers are developed by using SGD, LR, 

NB, AdaBoost, and ANN methods. 
 

3.4.1 Stochastic Gradient Descent (SGD) 

SGD is a widely used sequential optimization algorithm for both regression and classification tasks 

[25]. It provides an efficient and iterative approach to minimizing a loss function and determining the 

optimal parameters.  SGD is also known for its versatility, being suitable for both linear and non-linear 

classification tasks. As a variant of the gradient descent optimization algorithm, SGD differs from the 

traditional gradient descent method in a crucial way. Instead of computing the gradient of the loss 

function using the entire training data at each iteration, SGD calculates the gradient using only one 

training example or a small random subset of examples at a time. This unique approach introduces an 

element of randomness into the parameter updates, which can be beneficial to the algorithm. This 

stochasticity helps the algorithm escape local minima, allowing for faster convergence, especially when 

working with large datasets. 

 
3.4.2 Logistic Regression (LR) 

LR, a widely used statistical and machine learning method, serves as a multipurpose classification 

algorithm. LR excels at handling binary classification tasks involving target variables with two classes, 

as well as more complex multiclass classification problems involving more than two classes [26]. In 

binary classification scenarios, it is often referred to as "binary logistic regression". In contrast, in 

multiclass classification situations, it is extended and referred to as "multinomial logistic regression" or 

"softmax regression". 

 

3.4.3 Naïve Bayes (NB) 

NB is an effective machine learning algorithm for classification and text categorization tasks. It is 

based on Bayes' theorem and is particularly useful in NLP and document classification tasks [27]. The 

term "naive" in Naive Bayes implies an assumption of conditional independence between features. It 

presumes that each characteristic is autonomous of others, provided the class label. NB has the potential 

to work exceptionally well, particularly with textual data. NB is frequently employed in text 

classification, such as identifying unwanted messages, analyzing feelings, and categorizing subjects. It 

determines the likelihood of certain words or characteristics appearing in a document based on the 

document's category. Types of NB classifiers: 

• Multinomial NB: Often used for text classification tasks. It models the probability distribution of 

word occurrences in a document. 

• Bernoulli NB: Suitable for binary data where features are either present or absent. 

• Gaussian NB: Assumes that features follow a Gaussian distribution. It is used for continuous data. 
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3.4.4 Adaptive Boosting 

Adaptive Boosting, or AdaBoost for short, is a powerful ensemble learning method commonly used 

in machine learning for regression and classification tasks. Its primary goal is to improve the accuracy 

of weak learners, such as classifiers or regressors, by combining their predictions into a strong and 

precise model [28].  
 

3.4.5 Artificial Neural Networks (ANN) 

ANN, or artificial neural networks, is a versatile and powerful method of machine learning that forms 

the foundation of deep learning and many other machine learning models. These neural networks can 

effectively capture complex patterns and representations in data, making them essential for a diverse 

range of tasks in modern artificial intelligence and machine learning [29]. 

 

4. EXPERIMENTAL STUDY 

4.1 Setup 

The experiment was carried out on an HP ProOne 440 G6 24-inch all-in-one desktop computer, 

boasting an i7-10700 CPU operating at 2.90GHz, 2904 MHz, 8 cores, and 16 logical processors, 

complemented by 32 GB RAM. Python served as our programming language and code compilation was 

facilitated by Spyder. Data preprocessing was a crucial step involving the utilization of various libraries 

such as Pandas, Numpy, NLTK, and Simplemma.  

Table 3 indicates the optimal parameters used in this study for each classifier. Meanwhile, the 

remaining parameters were set to their default values in Python NLTK libraries.  
 

TABLE 3. The hyperparameter values of each classifier used in the experiment.  

Method Parameter Value 

LR max_iter 1000 

NB alpha 1.0 

AdaBoost 

algorithm SAMME 

base_estimator ExtraTreeClassifier 

n_estimators 50 

 

ANN 

hidden_layer_sizes 30 

loss function lbfgs 

transfer (activation) function relu 

alpha (regularization term) 0.00001 

max_iter 1000 

ANN type feed forward 

 

4.2 Performance Metrics 

Machine learning includes a wide variety of algorithms that have been developed with a focus on 

specific data characteristics [30]. In this study, we investigate the performance of algorithms for text 

classification and vectorization using key metrics from the confusion matrix, a widely accepted tool for 

evaluating the performance of classification models, as shown in Figure 3. We measured accuracy, 

precision, recall, and F1 score for the multiclass scenario. The confusion matrix numerically represents 

predicted and true values, distinguishing between true negative (TN) and true positive (TP) instances 

and false positive (FP) and false negative (FN) instances [31]. 

The formula for accuracy, precision, recall, and the f1-score calculated in the light of the confusion 

matrix are given in Eq. (4-7). Accuracy, precision, recall and f1-score metrics take values in the range 

of [0,1] where values closer to 1 indicate more favorable classification outcomes. The optimal values for 

these metrics can differ based on the specific application field. Regarding text classification, most studies 

in literature have achieved an accuracy rate surpassing 80%. Therefore, 0.8 can be considered as a 

notable evaluation threshold within the text classification studies. 
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FIGURE 3. General elements of a confusion matrix in binary classification. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑁 + 𝐹𝑃
                                             (4) 

                     𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                                               (5) 

                    𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
                                                      (6) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
                                      (7) 

To ensure unbiased evaluations, we employed cross-validation, a statistical technique. The primary 

aim is to facilitate the robust generalization of a machine learning model, addressing issues like 

overfitting and dataset-specific biases. This is achieved by evaluating the model's performance across 

diverse data partitions, thereby avoiding reliance on a single split. For reliability of the experimental 

results, we applied 5-fold cross-validation to  each  model, by dividing the dataset into five separate 

partitions. During each round, one partition functions as the test set, while the remaining four are 

designated for training. This comprehensive evaluation across multiple data splits provides a holistic 

understanding of the model's overall performance. The results are presented with aggregation of different 

folds. 

 

4.3 Results and Discussion 

In this study, we run each classifier ten times on the dataset, using both BoW and TF-IDF text 

representation methods, respectively. The accuracy with standard deviation (SD), precision, recall, and 

f1-score results of these experiments are presented in Table 4. Considering all the experimental results, 

the combination of ANN and BoW methods achieved the highest accuracy rate of 96.7% in classifying 

the call text to the correct department. On the other hand, in terms of precision, recall, and f1-score 

metrics, the TF-IDF/AdaBoost duo yielded superior precision, recall, and F1 score. 
 

TABLE 4. Text classification results of each classifier for the text vectorization methods. 

 
Method Classifier Accuracy ± SD Precision Recall F1 Score 

TF-IDF 

SGD 0,9547 ± 0,0027 0,5278 0,4588 0,4762 

LR 0,9606 ± 0,0014 0,5627 0,4917 0,5139 

NB 0,8977 ± 0,0017 0,2902 0,1856 0,1958 

AdaBoost 0,9539 ± 0,0051 0,642 0,5329 0,559 

ANN 0,9647 ± 0,0025 0,4671 0,5013 0,4721 

BoW 

SGD 0,9605 ± 0,0019 0,4316 0,3772 0,3921 

LR 0,9665 ± 0,0012 0,5367 0,451 0,4762 

NB 0,9106 ± 0,0027 0,2921 0,185 0,2004 

AdaBoost  0,954 ± 0,0026 0,5611 0,4394 0,4713 

ANN  0,967 ± 0,0036 0,4724 0,4809 0,4731 
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Figure 4 illustrates the accuracy and error bar values for both vectorization methods across all 

classifiers. The ANN outperformed all other classifiers in accuracy parameters for both TF-IDF and 

BoW methods, while most classifiers exhibited closely aligned accuracy values, with the exception of 

NB. NB yielded the lowest classification accuracy values in both text vectorization methods, with 0.8977 

for TF-IDF and 0.9106 for BoW. Additionally, when we examine the effects of TF-IDF and BoW 

methods on the classifiers, we realize that BoW achieves slightly higher accuracy than TF-IDF in all 

classifiers. Furthermore, the remarkably low SD values in each classifier indicate a high level of 

consistency in the classification results.  

Figure 5 depicts the precision and error bar values of the experiments. Particularly, TF-IDF/AdaBoost 

was found to be the most favorable combination, surpassing all other pairs in this metric. The 

performance of NB in both text vectorization methods still remains much lower than other classifiers for 

precision. On the other hand, Figure 6 displays recall metric results in which the TF-IDF/AdaBoost pair 

produced the optimal results while NB yielded the poorest ones as in precision results. Similarly, the f1-

score results given in Figure 7 reinforce the fact that the AdoBoost/TF-IDF pair outperforms other 

methods in text classification, with Naive Bayes (NB) emerging as the least successful approach in this 

context. 

Although the ANN/BoW pair achieves the highest accuracy in classification, AdoBoost/TF-IDF is 

superior in the remaining three classification parameters. Since the distribution of 100,000 records to 99 

different departments in our dataset is significantly unbalanced, the f1-score is a more dependable metric 

than accuracy. Therefore, it is evident that the AdoBoost/TF-IDF combination is the most effective 

method to classify RTMTCC call texts. In addition, classifiers using the TF-IDF approach generally 

outperform those that use BoW.  Furthermore, while different classifiers excel in various metrics with 

the BoW method, AdaBoost consistently outperforms others in three out of the four metrics in the TF-

IDF method. This confirms that AdaBoost/TF-IDF stands out as the superior choice, consistently 

delivering reliable outcomes. 
 

 
 

FIGURE 4. Accuracy results and error bars obtained from each classifier for BoW and TF-IDF.  
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FIGURE 5. Precision results and error bars obtained from each classifier for BoW and TF-IDF. 

 

 
 

FIGURE 6. Recall results and error bars obtained from each classifier for BoW and TF-IDF. 
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FIGURE 7. F1-Score results and error bars obtained from each classifier for BoW and TF-IDF. 

 

As our investigation is concerning about Turkish text, we conducted a comparative analysis with 

existing studies that focus on the classification of Turkish text. For instance, in [14], SVM and TF-IDF 

demonstrated an 80% accuracy in classifying customer complaints, while [32] reported an 87% accuracy 

in sentiment analysis using the  SVM and TF-IDF combination. Likewise, [33] highlighted a 90% 

accuracy in spam detection with the Gradient Boosting/TF-IDF pair, and [34] achieved a remarkable 

95% accuracy in classifying Turkish news texts using SVM/FastText. In contrast, as illustrated in Figure 

8, our study outperformed these benchmarks in Turkish text classification, achieving a notable 97% 

accuracy with the ANN/BoW combination on a large dataset containing more records than the datasets 

in other studies. In light of these findings, it is evident that our study constitutes a significant contribution 

to the field of Turkish text classification. 
 

 
 

FIGURE 8. Comparison of our study with the other Turkish text classification studies in the literature for accuracy 

metric. 
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5. CONCLUSION 

In this study, the efficacy of several prominent machine learning algorithms, including SGD, LR, NB, 

AdaBoost, and ANN, in the task of classifying 100,000 textual call records received by the RTMTCC 

have been tackled. Additionally, both BoW and TF-IDF text vectorization techniques to transform the 

call texts into numerical representations were applied. This allowed us to assess the performance of 

different combinations of machine learning classifier algorithms and text vectorization methods. As a 

result of the extensive analysis, the results have demonstrated the superiority of the AdaBoost classifier 

in accurately classifying call recordings, regardless of the vectorization method employed. Furthermore, 

the performance of other classifiers, apart from NB, is relatively close to AdaBoost. The findings also 

indicate that TF-IDF can be referred to as the BoW method for text classification tasks. 

Throughout our study, we encountered several notable challenges. These challenges included issues 

related to text vectorization, the lack of efficient preprocessing tools for Turkish texts, the lack of 

research on Turkish text classification, and the significant computational cost. In order to overcome these 

obstacles, future research directions should explore alternative strategies for preprocessing, the reduction 

of classifiers' computational costs, and word vectorization techniques. The concept can be expanded 

with the automatization of the conversion of incoming voice call recordings to text format and the 

development of a real-time routing system. The further classification for Turkish text advances, along 

with the expansion of NLP libraries, the better improved accuracy in text classification efforts will be. 

On the other hand, and in order to balance the number of records among the departments in our dataset, 

different sampling approaches can be explored. 
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APPENDIX (A) 

 
TABLE A.1. The distribution of call records among the 99 department of RTMTCC and avarage number of words 

and characters in the call records of each department. 

 

Department 
The Number of Call 

Text 

Avarage Number of 

Words 

Avarage Number of 

Characters 

Department 1 32316 34 253 

Department 2 12896 39 316 

Department 3 8919 24 171 

Department 4 8627 31 261 

Department 5 6747 31 238 

Department 6 3452 26 183 

Department 7 3449 27 189 

Department 8 3327 25 168 

Department 9 2649 43 312 

Department 10 2483 34 273 

Department 11 2185 29 220 

Department 12 1865 26 175 

Department 13 1377 28 217 

Department 14 1061 25 205 

Department 15 1018 70 542 

Department 16 676 34 266 

Department 17 629 61 515 

Department 18 594 30 231 

Department 19 389 43 326 

Department 20 360 69 518 

Department 21 240 37 282 

Department 22 203 37 264 

Department 23 203 31 251 

Department 24 196 26 197 

Department 25 195 33 242 

Department 26 178 70 509 

Department 27 177 32 234 

Department 28 159 46 315 

Department 29 155 146 1132 

Department 30 137 129 991 

Department 31 119 79 582 

Department 32 98 35 256 

Department 33 93 48 386 

Department 34 83 33 237 

Department 35 81 41 302 

Department 36 76 36 298 

Department 37 69 31 227 
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Department 38 59 29 237 

Department 39 50 123 955 

Department 40 46 25 184 

Department 41 44 70 520 

Department 42 40 44 309 

Department 43 40 45 356 

Department 44 40 76 584 

Department 45 40 37 273 

Department 46 40 77 581 

Department 47 40 49 344 

Department 48 40 137 1101 

Department 49 40 47 337 

Department 50 40 34 254 

Department 51 40 89 690 

Department 52 40 108 819 

Department 53 40 25 194 

Department 54 40 100 806 

Department 55 40 32 253 

Department 56 40 125 1021 

Department 57 40 82 613 

Department 58 40 30 203 

Department 59 40 22 156 

Department 60 40 24 209 

Department 61 40 29 232 

Department 62 40 133 1093 

Department 63 40 145 1066 

Department 64 40 109 831 

Department 65 40 219 1720 

Department 66 40 214 1654 

Department 67 40 31 258 

Department 68 40 67 523 

Department 69 40 22 190 

Department 70 40 49 363 

Department 71 40 56 452 

Department 72 40 81 664 

Department 73 40 76 744 

Department 74 40 33 245 

Department 75 40 21 181 

Department 76 40 35 256 

Department 77 40 24 144 

Department 78 40 22 202 

Department 79 40 56 428 

Department 80 40 56 396 



138 

 

Department 81 40 30 206 

Department 82 40 36 248 

Department 83 40 44 336 

Department 84 40 20 180 

Department 85 40 24 164 

Department 86 40 20 144 

Department 87 40 176 1544 

Department 88 40 28 232 

Department 89 40 32 228 

Department 90 40 36 244 

Department 91 40 24 188 

Department 92 40 24 164 

Department 93 40 16 172 

Department 94 40 48 308 

Department 95 40 28 200 

Department 96 40 232 1788 

Department 97 40 24 152 

Department 98 40 24 188 

Department 99 40 32 264 

 

 
 


