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Article History Abstract − Meteorology stations sold in the market have various difficulties in terms of their use, 
also these systems are costly to obtain. With state of the art sensor technologies, the development of 
mini weather stations has become easier. In this study it was aimed to develop a prototype low-cost 
weather station using temperature, relative humidity, ultraviolet (UV), light dependent resistor (LDR), 
rain and soil moisture sensors to collect major meteorological data. The collected data transmitted 
to the remote station for logging via a GSM module and the information was sent to the database 
in the internet environment. In addition, the data from the sensors are organized by correlation. The 
classification was made according to the data obtained from the rain sensor and the relationship 
between the other 5 sensors used in the device to the rain classification was examined. Sensor data 
were scaled between 0-1 with min-max normalization before being subjected to deep learning and 
machine learning training. In the Decision Tree (DT) a model score of 0.96 was obtained by choosing 
the maximum depth of 2. The artificial neural network (ANN) deep learning yielded a classification 
score of 0.92 using 4 hidden layers and 100 epochs in the artificial neural network model.
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1.	 Introduction 

It is of great importance that environmental data such as relative humidity, precipitation, temperature, 
UV can be collected and recorded over a time period for agricultural purposes. The sensor networks make it 
easy and possible to store, evaluate and automate environmental data collection systems (Valada, Kohanbash 
& Kantor, 2010). With the improvements in technology the sensory systems have become popular because 
of their advantages such as smaller size, low cost and accessibility.

Using such networks meteorological data can be used to control the production process by instant and si-
multaneous monitoring. The data transmitted by the smart sensors during a predetermined time interval is 
collected by a main station located in a server. Then, the decision making systems can interpret the data for 
agricultural warning, drought, yield, disease, activity management, crop status information, transition to the 
phenological stage etc. (Zhang, Wang & Wang, 2002).

Sirohi, Tanwar, Himanshu & Jindal  (2016) used wireless sensor network to produce weather-related con-
clusions after processing the information collected from temperature, humidity, and smoke sensors. They 
reported that it can be promising system in operating the automatic irrigation systems. Ucgun & Kaplan 
(2017) developed a mini weather station system with an Arduino-based processor that allows predicting 
data from temperature, humidity, pressure and rain sensors. Kumari, Kasliwal & Valakunde (2018) pre-
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sented an Android and internet-of-things-based (IoT) intelligent environment monitoring system. The de-
veloped system is capable of measuring some environmental characteristics such as air, water, and soil. As 
a result, the system includes a variety of sensors employed with Raspberry Pi card. Durrani, Khurram & 
Khan (2019) developed a smart weather station. Their design is outfitted with a number of environmental 
sensors that communicates with the cloud. Furthermore, using machine learning algorithms, they can fore-
cast future weather data. Joshi, Mistry, Khan, Motekar & Chaugule (2021) developed a mini weather station 
using DHT11 Temperature and Humidity sensor, MQ7 Gas Sensor and MPX10DP Pressure sensor. They 
reported that all these sensor data can be used in electronic modelling in the cloud environment.

Machine learning (ML) has been becoming a very useful tool in engineering since it significantly reduces 
the computational time (Bhagat, Tung & Yaseen, 2020). With the recent advancements in ML techniques, it 
started to be used as a statistical prediction and classification method in meteorology. Thus, a very convenient 
method has emerged for estimating data at different scales (Bochtis, Liakos, Busato, Moshou & Pearson, 
2018). Supervised machine learning ensures the predictability of the output based on the classes created. This 
depends on accuracy of training and testing of the model for better classification or predictions. Abyaneh, 
Varkeshi, Golmohammadi & Mohammadi (2016) has reported the performance of artificial neural networks 
(ANNs) in soil temperature predictions. Gagne, McGovern & Xue (2014) investigated how several machine 
learning algorithms performed in creating probabilistic, deterministic, and quantile precipitation forecasts for 
individual grid locations over the central United States. They reported by constantly leveraging the potential 
of the available information, machine learning techniques can improve precipitation forecasts. Huang, Lin, 
Huang & Xing (2017) used the K-nearest neighbour (KNN) method to execute rainfall forecasting in Beijing, 
and the empirical findings showed that this method produces good predicting results. Young & Liu (2015) 
suggested a physically based and artificial neural network hybrid model to improve rainfall-runoff modelling. 
The two components of the hybrid model based on separate philosophies, in particular, complement each 
other in terms of intrinsic strengths and limits. Manandhar, Dev, Lee, Meng & Winkler (2019) proposed to use 
the 4-year (2012–2015) database weather features for rainfall prediction by using machine-learning algorithm. 
In comparison to previous research, this strategy considerably lowers the rate of false alarms Ortiz-Garcia, 
Salcedo-Sanz & Casanova-Mateo (2014) presented a study on the performance of the Support Vector Ma-
chine (SVM) in a problem of daily precipitation prediction. They showed that comparing alternative approach 
to predict precipitation show that the SVM is the best of the classification models considered. Mehr (2021) 
predicted the standardized precipitation index and standardized precipitation evaporation index in cities of 
central Ankara and Antalya, respectively. He reported that gradient boosting decision tree (GBT) is a prom-
ising technique in drought classification. Mohapatra, Rakesh, Purwar & Dimri (2021) classified 117 years of 
precipitation data from 36 meteorological stations (1901-2017) in India as dry, wet and transitional periods 
using cluster analysis approach. Hwang, Orenstein, Cohen, Pfeiffer & Mackey (2019) developed a database 
that can predict seasonal temperature and precipitation data using local linear regression and k-nearest neigh-
bour models. They reported that both models give better temperature and precipitation forecasts than the US 
Climate Forecasting System. Yeditha, Kasi, Rathinasamy & Agarwal (2020) developed an artificial neural 
network model to compare precipitation data obtained from 2 different satellite drivers with classical weather 
station data. They reported that the model is more promising than other benchmark models and has the poten-
tial to foresee extraordinary surge occasions. 

In this study, a low-cost weather station is developed employing cloud-based database management and 
machine learning techniques to predict precipitation. In the cloud-based web service, readings of 5 different 
environmental sensors values incorporated into the Arduino microprocessor. The decision trees (DT) and 
artificial neural networks (ANN) deep learning model are used to develop models that can predict precipi-
tation using sensory data. 

2.	 Materials and Methods 

2.1 Database

Daily weather data is collected with the prototype weather station placed nearby a research greenhouse 
located on the Çanakkale Onsekiz Mart University, Faculty of Agriculture campus between 14.01.2021 
and 23.02.2021. The data coming from the sensors were recorded in the MySQL web-based database with 
1-minute intervals via the GSM module. Due to its web-based nature, the outputs of the sensor values can 
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Figure 1. The flowchart of the system
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be monitored without the need for installation on any device with internet access. The flow chart of the 
system is shown in Figure 1.

Data from the Arduino Rain sensor is classified as dry or wet conditions. Depending on the sensor response, 
the differences in precipitation values can be graded and give an idea about the intensity of the rain. Thresh-
old values of rain sensor data are given in Table 1. All sensor data were taken at 1-minute intervals and 
stored in an internet-based database. Binning and min-max scaler methods were applied on the dataset and 
noisy data were eliminated.
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Due to the high stability of the support and the inalterability of the “sensitive” surface, the Arduino rain 
sensor ensures exceptional reliability, even after cleaning with solvents and/or working hard situations. 
Furthermore, in the presence of water, the capacitance rises to high levels compared to dry conditions, with 
a 359% change in the ratio (Ardiansyah et al., 2018). When the system detects rain, it classifies precipitation 
according to the threshold values given in Table 1. The rain sensor’s output value has a sensitivity range of 
0 to 100 %. The resulting response is in the sensitivity of dry environments if the value is near to 100 %. 
The ensuing response will be in the damp and humid environments if the value is near to the minimal value. 
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2.1.1 Binning Method

Data binning, also known as bucketing, is a pre-processing technique for reducing the impact of modest 
observation errors. The original data values are separated into small intervals known as bins, and then a 
general value produced for that bin is used to replace them. This smooths the input data and, in the case of 
limited datasets, may lower the likelihood of overfitting (Teanby, 2006).

The continuous data received from the Arduino Rain sensor should be spread over the range. For this, the 
binning method operation to clean out the outliers by finding the Min and Max values were used in this 
study. The normalization step of the Binning limits in the Dataset and the corresponding precipitation 
classes are shown in Table 2, and then the Min Max scaler method is used.

Table 2 

Few precipitation forecast records after binning normalization

Binning Limits Arduino Rain Sensor Output Precipitation Forecast

0 55 0

77 139 1

233 185 1

300 255 2

359 304 3

973 968 4

As a result of normalization of rain sensor data with Binning Limits, each 10712 records were grouped.  
The mean value of each group was calculated and thus the min – max scaler method was used based on the 
group averages.

2.1.2 Min Max Scaler

MinMaxScaler subtracts the feature’s minimum value from each value in the feature, then divides by 
the range. The range is the difference between the maximum and least values at the start. The shape of the 
original distribution is preserved by Min- Max Scaler. It has no effect on the information included in the 
original data. The default range for the feature returned by MinMaxScaler is 0 to 1 (Tian & Chen, 2021).

All sensor values were inserted into the MinMaxScaler method and noisy data were eliminated based on the 
means of features. After the elimination of 569 outlier data in Jupyter Notebook, remainder 53.563 readings 
were used in modelling purposes. MinMaxScaler equivalent of some records is given Table 3.

Table 3 

Min-max scaler equivalent of some records

Id Rain Ratio TNS NTC LDR UV Temp RH Precipitation 
Class

1 0.041169 0.0 0.609342 0.990536 0.092227 0.605263 0.152778 0

640 0.050465 0.247688 0.609342 0.0 0.0 0.236842 0.833333 1

1010 0.034529 0.273381 0.607219 0.066246 0.0 0.157895 0.944444 2

16850 0.841965 0.346351 0.602972 0.366982 0.544137 0.394737 0.777778 3

47550 0.837981 0.417266 0.0 0.0 0.0 0.289474 0.833333 4

53563 0.830013 0.191161 0.755839 0.107256 0.050066 0.394737 0.263889 1
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Normalization calculation was made with the min and max values found. From the dataset, 0.1% of data 
was removed that contradicted the means value of each sensor. Then, the models were developed.

2.2 Electronics Components Used In Device

Arduino microprocessor has been used primarily as a control card in order to enable the sensors, circuits 
and other auxiliary materials. Arduino is an open source physical programming platform that includes an 
Atmel AVR microcontroller and additional peripherals. It can perform basic input and output applications 
using the Processing/wiring programming language, stands out with its features such as being open source, 
easy to use libraries, and easy availability. In the study, Arduino Uno R3 board based on Atmega328 
microprocessor was used. 

The device has been developed by integrating Grove - UV ultraviolet sensor (SeeedStudio, Shenzhen, 
China),  (Figure 2.a), DHT11 temperature and humidity sensor (Aosong Electronic Co., Guangzhou, 
China), (Figure 2.b), LDR light detection sensor (Robotistan, Başakşehir, İstanbul), (Figure 2.c), 100K 
NTC thermistor (Shiheng Electronics, Nanjing City, China), Arduino rain sensor (Robotistan, Başakşehir, 
İstanbul), (Figure 2.d), capacitive soil moisture sensor (DFRobot, Shangai, China), (Figure 2.e) and 
SIM900 GSM/GPRS module (Elecrow, Shenzhen, China) to Arduino Uno R3 microcontroller (Arduino 
LCC, Boston, Massachusetts, USA). The picture of the developed system in operation is shown in Figure 3.

Figure 2. Grove-uv sensor (a), temperature and humidity sensor (b), ldr sensor (c), rain sensor (d), soil 
moisture sensor (e)
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A schematic representation of the data transfer and database management steps is given in Figure 4.

Figure 4. Data transfer and database development steps
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In the study, using the sklearn.model_selection library, 80% of the whole data set was chosen as training data 
and 20% as test data. 

2.4 Artificial Neural Networks  

     The ANNs process the incoming data, compare it with the previously trained information and calculate 
how much the trained information and the incoming data correspond to each other. The success of the system 
increases in direct proportion to the success of introducing the examples related to the subject or problem. 
The networks are trained with pre-selected examples that have the characteristics of the problem to be 
defined. The response of the system is then reviewed. Training continues until the desired accuracy is 
reached. The networks increase their accuracy by using the information they learn not only during the 
training phase but also when it is used (Dongare, Kharde & Kachare, 2012). 
 
An ANN consists of three segments including input, hidden, and output layers. Input layer is the input 
variables presented to model. Hidden layers are the collection of data processing units followed by y, output, 
layer. Data processing elements in the hidden layers process the data reaching the network and provide the 
desired outputs. Results vary depending on the characteristics and weights of the data processing units and 
their interconnections (Anitescu, Atroshchenko, Alajlan & Rabczuk, 2019). This process can be 
mathematically expressed and is found by equation 2.6.   
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Where; wi is the weight vector, i is the number of the vectors (inputs), xi is the input vector, b is the bias, f is 
the transfer function and y is the output. 
 

If the data set T1 and T2 are divided into two parts of size N1 and N2, respectively, the gini index is chosen 
from the variable with the lowest separation according to equation 2.5.
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layer. Data processing elements in the hidden layers process the data reaching the network and provide the 
desired outputs. Results vary depending on the characteristics and weights of the data processing units and 
their interconnections (Anitescu, Atroshchenko, Alajlan & Rabczuk, 2019). This process can be 
mathematically expressed and is found by equation 2.6.   
 
𝒚𝒚 =   𝒇𝒇 𝒘𝒘𝒊𝒊  𝒙𝒙𝒊𝒊𝒎𝒎

𝒊𝒊!𝟏𝟏 + 𝒃𝒃 𝒘𝒘𝒊𝒊  𝒙𝒙𝒊𝒊  + 𝒃𝒃                      (2.6) 
 
Where; wi is the weight vector, i is the number of the vectors (inputs), xi is the input vector, b is the bias, f is 
the transfer function and y is the output. 
 

Where; wi is the weight vector, i is the number of the vectors (inputs), xi is the input vector, b is the bias, f 
is the transfer function and y is the output.
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All models were developed in the Jupyter Notebook web-based Python program. Libraries run in DT 
model are pandas, numpy, sklearn.model_selection, DecisionTreeClassifier, sklearn.metrics, matplotlib 
and seaborn packages. In the ANN deep learning model, 80% of the dataset as training, 10% as test, and 
the remaining 10% as validation data was used. Libraries run in the ANN model are absolute_import, 
division, print_function, unicode_literals, tensorflow, tensorflow.keras, sklearn.model_selection, seaborn, 
tf.keras.utils.to_categorical, tf.keras.Sequential, tf.keras.layers.Dense, tf.keras.losses.BinaryCrossentropy, 
matplotlib packages. 

3.	 Results and Discussion 

The data obtained from the sensors were recorded temporally in Microsoft Excel format on the internet. 
Noisy data was eliminated with data pre-processing steps on Excel, and then the data set was converted to 
csv format. With this format, Decision Tree and Artificial Neural Networks models were created in the online 
interface of Jupyter Notebook. In both methods, alternative models were created with different parameters. 
The model with the lowest error between the dates of 14.01.2021-23.02.2021 and the combination including 
all sensor data were finally selected. In addition, maximum depth success was tested according to the new 
data sets in the study. The relationship between the data received from the sensors and the rain class outputs 
is given in Figure 6.

Figure 6. Relationship between sensor data and precipitation classes

Journal of Advanced Research in Natural and Applied Sciences                                                       2022, Vol. 8, Issue 2, Pages: 1-4 
 

8 
 

All models were developed in the Jupyter Notebook web-based Python program. Libraries run in DT model 
are pandas, numpy, sklearn.model_selection, DecisionTreeClassifier, sklearn.metrics, matplotlib and seaborn 
packages. In the ANN deep learning model, 80% of the dataset as training, 10% as test, and the remaining 
10% as validation data was used. Libraries run in the ANN model are absolute_import, division, 
print_function, unicode_literals, tensorflow, tensorflow.keras, sklearn.model_selection, seaborn, 
tf.keras.utils.to_categorical, tf.keras.Sequential, tf.keras.layers.Dense, tf.keras.losses.BinaryCrossentropy, 
matplotlib packages.  

3. Results and Discussion  

     The data obtained from the sensors were recorded temporally in Microsoft Excel format on the internet. 
Noisy data was eliminated with data pre-processing steps on Excel, and then the data set was converted to 
csv format. With this format, Decision Tree and Artificial Neural Networks models were created in the 
online interface of Jupyter Notebook. In both methods, alternative models were created with different 
parameters. The model with the lowest error between the dates of 14.01.2021-23.02.2021 and the 
combination including all sensor data were finally selected. In addition, maximum depth success was tested 
according to the new data sets in the study. The relationship between the data received from the sensors and 
the rain class outputs is given in Figure 6. 
 

   
Figure 6. Relationship between sensor data and precipitation classes 
 
 
As can be seen in Figure 6, the precipitation class mostly coincided with 0 and 4 classes during the 
measurement period. The reason for this is that the device is sensitive to wet and dry conditions. Thus, it will 
contribute to the determination of the precipitation intensity and later to increase the accuracy score in the 
modelling phase. 
 
For the Decision Tree Model, all attribute values are defined in variable X of the model, and rainfall_class 
values are defined in variable y, as provided in Table 1.The DT is formed as given in Figure 7. 
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Gini represents the probability of occurrence of the class, sample values represent the number of samples, 
and class represents the classification. The reason why the root of the tree starts from the 0 class in the Figure 
7 is that there is a precipitation parameter that corresponds to the 0 class at most in the data set. The lowest 
gini values of the 0 and 4 classes in the leaves of the tree structure show that these classes are correctly 
separated in the model according to their frequencies. 
 
In comparing the classification algorithms included in the test set, the performance report is shown in Table 
4. The performance of the Decision Tree model between precipitation forecast outputs and actual values is 
compared. The resulting confusion matrix is given in Figure 8. 
 
Table 4.  
Model report of decision tree  

Accuracy Precision Recall F-1 Score Model Score Cohen-Kappa 
Score 

0,94 0,98 0,97 0,97 0,96 0,99 
 
As can be seen from Table 4, the performance indicators of the model, such as accuracy, precision recall F-1 
score and cohen score, all took high values between 0.94-0.99, showing that the model gave successful 
results in classification. 
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measurement period. The reason for this is that the device is sensitive to wet and dry conditions. Thus, it 
will contribute to the determination of the precipitation intensity and later to increase the accuracy score in 
the modelling phase.

For the Decision Tree Model, all attribute values are defined in variable X of the model, and rainfall_class 
values are defined in variable y, as provided in Table 1. The DT is formed as given in Figure 7.
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Gini represents the probability of occurrence of the class, sample values represent the number of samples, 
and class represents the classification. The reason why the root of the tree starts from the 0 class in the 
Figure 7 is that there is a precipitation parameter that corresponds to the 0 class at most in the data set. 
The lowest gini values of the 0 and 4 classes in the leaves of the tree structure show that these classes are 
correctly separated in the model according to their frequencies.

In comparing the classification algorithms included in the test set, the performance report is shown in Table 
4. The performance of the Decision Tree model between precipitation forecast outputs and actual values is 
compared. The resulting confusion matrix is given in Figure 8.

Figure 8. The confusion matrix of the model

Journal of Advanced Research in Natural and Applied Sciences                                                       2022, Vol. 8, Issue 2, Pages: 1-4 
 

10 
 

 
Figure 8. The confusion matrix of the model 
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varying numbers of neurons were created. The number of neurons at each hidden layer and activation 
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The combination of model parameters that yielded the best accuracy was selected.   
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In the fitting phase of the model, the epoch number of 100 and BinaryCrossentropy are chosen as the loss 
function. In addition, the data were distributed in 32 groups. The relationship of training and validation data 
to epoch and accuracy rates is shown in Figure 10.  
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ANN deep learning classification was made according to the classes in Table 1. Four hidden layers with 
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method. The combination of model parameters that yielded the best accuracy was selected.  
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In the fitting phase of the model, the epoch number of 100 and BinaryCrossentropy are chosen as the loss 
function. In addition, the data were distributed in 32 groups. The relationship of training and validation data 
to epoch and accuracy rates is shown in Figure 10.

Figure 9. Neural network structure
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Epoch is the number of iterations during the training phase of the model. As can be concluded from Figure 
10, around 100 epochs the accuracy of the model becomes consistent at 0.92. Obtained accuracies were 
determined using test data. Comparison table with similar studies was given in Table 5. 
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Liu (2015) 
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Meng & 
Winkler 
(2019) 

Ortiz-Garcia, 
Salcedo-Sanz 
& Casanova-
Mateo (2014) 

Shah, Garg, 
Sisodiya, 
Dube & 
Sharma 
(2018) 

Dataset Center for Analy-
sisand Prediction 
of Storms (CAPS) 
2010 SSEF sys-
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formation 
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Taiwan 

The weather 
station in 
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Study 
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(Model) 

Logistic Regres-
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K-nearest 
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ANN Support Vec-
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(SVM) 

 

Support Vec-
tor Machine 

(SVM) 

 

Random For-
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As seen in Table 5, precipitation forecasts were made using different datasets and models. As a result of 6 
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study were compared, the Decision Tree model, which had a higher model score, was found to be 0.96. 
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As seen in Table 5, precipitation forecasts were made using different datasets and models. As a result of 6 
studies, the highest accuracy was found to be 0.92 in Young & Liu (2015). When the said study and this 
study were compared, the Decision Tree model, which had a higher model score, was found to be 0.96.

4.	 Conclusion

Developing sensor and artificial intelligence technologies provide many conveniences in agriculture 
and environmental sectors as well as in other sectors. In this context, sensing environmental parameters 
with sensors, processing and making them meaningful with artificial intelligence helps in solving many 
agricultural problems. Agriculture is a production system that is largely dependent on natural conditions. 
Therefore, it is vital to measure natural or environmental factors and store these measurements in a database. 
The most important of these environmental factors are temperature, relative humidity and precipitation. 
Another important issue in agricultural studies is the development of methods, models or systems that will 
provide estimation of these environmental factors. In this study, a portable weather station is developed that 
will measure the main climatic parameters affecting agricultural production systems, transfer these data 
via wireless systems and store them in the cloud database. It is aimed develop a system and the database 
working together and also low cost. In addition, meteorological data obtained from the developed prototype 
system are evaluated in popular artificial intelligence models and precipitation forecasts are made. At the 
end of the study, The DR score was 0.96 and the ANN score was 0.92. The obtained accuracies were reached 
by using the test data. The results of the research revealed that both ANN deep learning and DT models can 
predict precipitation using the aforementioned sensor data. It has been demonstrated that the devices and 
models developed with this study can make precipitation predictions with high scores and instantly. In the 
next stage, it is aimed to increase the number and quality of sensors in the developed system, to collect data 
in a longer period and to make it more functional by integrating it with irrigation systems.
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